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Network Convergence Testing

Your feedback is welcome

Our goal in the preparation of this Black Book was to create high-value, high-quality content.
Your feedback is an important ingredient that will help guide our future books.

If you have any comments regarding how we could improve the quality of this book, or
suggestions for topics to be included in future Black Books, please contact us at
ProductMgmtBooklets@ixiacom.com.

Your feedback is greatly appreciated!
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Network Convergence Testing

How to Read this Book

The book is structured as several standalone sections that discuss test methodologies by type.
Every section starts by introducing the reader to relevant information from a technology and
testing perspective.

Each test case has the following organization structure:

Overview Provides background information specific to the test
case.

Objective Describes the goal of the test.

Setup An illustration of the test configuration highlighting the

test ports, simulated elements and other details.

Step-by-Step Instructions Detailed configuration procedures using Ixia test
equipment and applications.

Test Variables A summary of the key test parameters that affect the
test’s performance and scale. These can be modified to
construct other tests.

Results Analysis Provides the background useful for test result analysis,
explaining the metrics and providing examples of
expected results.

Troubleshooting and Provides guidance on how to troubleshoot common
Diagnostics issues.
Conclusions Summarizes the result of the test.

Typographic Conventions
In this document, the following conventions are used to indicate items that are selected or typed
by you:

o Bold items are those that you select or click on. It is also used to indicate text found on
the current GUI screen.

¢ ltalicized items are those that you type.
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Network Convergence Testing

Dear Reader

Ixia’s Black Books include a number of IP and wireless test methodologies that will help you become
familiar with new technologies and the key testing issues associated with them.

The Black Books can be considered primers on technology and testing. They include test methodologies
that can be used to verify device and system functionality and performance. The methodologies are
universally applicable to any test equipment. Step by step instructions using Ixia’s test platform and
applications are used to demonstrate the test methodology.

This tenth edition of the black books includes twenty two volumes covering some key technologies and
test methodologies:

Volume 1 — Higher Speed Ethernet Volume 12 — IPv6 Transition Technologies
Volume 2 — QoS Validation Volume 13 — Video over IP

Volume 3 — Advanced MPLS Volume 14 — Network Security

Volume 4 — LTE Evolved Packet Core Volume 15 — MPLS-TP

Volume 5 — Application Delivery Volume 16 — Ultra Low Latency (ULL) Testing
Volume 6 — Voice over IP Volume 17 — Impairments

Volume 7 — Converged Data Center Volume 18 — LTE Access

Volume 8 — Test Automation Volume 19 — 802.11ac Wi-Fi Benchmarking
Volume 9 — Converged Network Adapters Volume 20 — SDN/OpenFlow

Volume 10 — Carrier Ethernet Volume 21 — Network Convergence Testing
Volume 11 — Ethernet Synchronization Volume 22 — Testing Contact Centers

A soft copy of each of the chapters of the books and the associated test configurations are available on
Ixia’s Black Book website at http://www.ixiacom.com/blackbook. Registration is required to access this
section of the Web site.

At Ixia, we know that the networking industry is constantly moving; we aim to be your technology partner
through these ebbs and flows. We hope this Black Book series provides valuable insight into the evolution
of our industry as it applies to test and measurement. Keep testing hard.

ﬁvv

Errol Ginsberg, Acting CEO
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Network Convergence Testing

Network Convergence
Testing

Test Methodologies

The Network Convergence Testing booklet provides various measuring techniques designed to
characterize how quickly the DUT recovers from route convergence or fail-over. It covers the

relevant industry standards and explains how to apply them to obtain consistent benchmark test
results.
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Convergence Testing

Convergence Testing

Failover is the capability to automatically switch over to a redundant or standby network path
during a failure or abnormal termination of a network. Failover happens without human
intervention and generally without warning. Failback is the process of restoring a network in the
failover state back to its original state (before failure).

Convergence occurs when a failure or abnormal event causes the network to move traffic from
a primary path to a backup path. Route convergence is complete when all of the route
addresses are updated and traffic to the affected routes has switched from the primary to
secondary (failover) path. This is due to the fact that IP networks use addressing for each
segment of the network.

Network components such as routers and switches typically implement failover capability
through protocols or protocol extensions. Networks carry critical data and require continuous
availability and a high degree of reliability.

Layer 3 routing protocols such as RIP, OSPF, ISIS, and BGP provide the capability to re-route
IP traffic if a network or link goes down. In the event of a link failure, layer 2 protocols such as
STP/RSTP/MSTP and LDP/RSVP-TE provide traffic re-direction mechanisms. Due to increased
and more complex traffic demands, next generation network (NGN) convergence times must be
faster than current convergence times. Strategies and protocols to implement convergence in
NGNs include:

e Graceful restart

e Hitless restart

e Virtual router redundancy protocol
o MPLS fast re-route

o Bi-directional forwarding detection,
e Link OAM/CFM

e Protocol timer manipulation
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Convergence Testing

Service providers guarantee customers a specific level of service and close to 99.999% network
uptime through service level agreements (SLAs). Challenging SLA requirements mandate that
service providers enable features that minimize downtime and enact rapid convergence.
Mission-critical applications such as financial and emergency services cannot accept downtime
and require high-availability networks.

Metrics for Network Uptime

90% 876 hours (36.5 days)
95% 438 hours (18.25 days)
99% 87.6 hours (3.65 days)
99.9% 8.76 hours

99.99% 52.56 minutes
99.999% 5.256 minutes
99.9999% 31.536 seconds

Total network downtime is only about 5 minutes a year if 99.999% of uptime is achieved.

Relevant Standards

e Benchmarking Methodology for Link-State IGP Data Plane Route Convergence as per RFC
6413

e Basic BGP Convergence Benchmarking Methodology for Data Plane Convergence as per
draft-ietf-omwg-bgp-basic-convergence

Measurements

Ixia’s flagship IxNetwork application powered by ViperCore technology — introduces TrueView™
Convergence, the most comprehensive convergence test capability in the industry. Providing
comprehensive measurements of network convergence requires the ability to:

o Timestamp every packet

e Timestamp the first packet in and last packet out on a port, per-flow

e Capture protocol event timestamps

e Capture link event timestamps

¢ Monitor Rx rate and timestamp when set below thresholds are crossed
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Convergence Testing

Monitor Rx Rate and timestamp when set above thresholds are crossed. Time-stamping the
packet types listed above allows IxNetwork to monitor two critical measurements:

Route convergence time -- from a triggering control plane event (such as BGP routes
withdraw) to the resulting data plane switch from the primary to secondary path.

Service interruption time — the time delta from the throughput dropped below and restored
above user-defined threshold on the same RX path.

The following measurements are made in an IxNetwork convergence test, on a per-test basis:

DP-Above-Threshold Timestamp

o The hardware timestamp when a flow exceeds the user-defined throughput threshold;
that is, Above Threshold Timestamp

o Measured on secondary port for route convergence test, or on the same RX port for
service interruption test

DP-Below-Threshold timestamp

o The hardware timestamp when a flow drops below the user-defined throughput
threshold; that is, Below Threshold Timestamp

o Measured on primary port for route convergence test, or on the same RX port for service
interruption test

Event (start/stop) timestamps

o Value of the hardware timestamps when the control plane (For example, OSPF Route
Flap) or link up/down event triggering Data Plane Switchover occurs starts/stops

o The Event Start Timestamp is recorded when the first control plane update packet
leaving Ixia TX port, or the simulated link down action is enabled at Ixia TX port.

o The Event Stop Timestamp is recorded when the last control plane update packet
leaving Ixia TX port.

Based on the recorded timestamps listed above, IxNetwork reports the following pre-defined
convergence measurements:

DP/DP convergence
o Calculates the convergence time for the traffic flows to converge from a primary to
secondary port
= Secondary port DP-Above-Threshold timestamp — primary port DP-Below-Threshold
timestamp
CP/DP convergence
o Calculates the convergence time from the start of the control plane event triggering data
plane switchover to the traffic flows converging on the secondary port
= Secondary port DP-Above-Threshold timestamp — Event Start timestamp
Ramp-down time (primary port)
o Calculates ramp-down time for the primary port from dropping the traffic flows until it
stops receiving all traffic
= Primary port last arrived packet timestamp — primary port DP-Below-Threshold
timestamp
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Convergence Testing

o Ramp-up time (secondary port)
o Calculates the ramp-up time for the secondary port from receiving the first flow until it
starts receiving all traffic
= Secondary port DP-Above-Threshold timestamp — secondary port first arrived packet
timestamp
e Service interruption time (SIT)
o Calculate the time difference between DP-Above-Threshold timestamp and DP-Below-
Threshold timestamp of the monitored traffic flows on the same RX path
= SIT = DP-Above-Threshold timestamp — DP-Below-Threshold timestamp
= SIT requires user to define it in Flow Statistics through client formula feature
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Test Case: OSPF Routes Convergence Test

Test Case: OSPF Routes Convergence Test

Overview

OSPF is one of the most important IGPs deployed in enterprise and carrier networks today. Its
ability to recover from network failures is critical for operators to meet SLA.

Objective

The objective of this test is to measure the convergence time after an OSPF route flap causes
the traffic of Device Under Test (DUT) to switch from the primary to a secondary path.

Setup

As depicted in the following figure, the test consists of a DUT and three Ixia test ports. Two Ixia
test ports emulate two OSPF routers, which each advertise one route range per Ixia emulated
router:

e Port 1 and Port 2 (OSPF R1, OSPF R2) advertise the same single route range. OSPF R1
advertises a lower metric for the advertised range.

e Since OSPF R1 advertises a lower destination metric, it is selected as the primary path.
OSPF R2 is selected as the secondary path.

Figure 1. Ixia emulated OSPF topology
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Test Case: OSPF Routes Convergence Test

Step-by-Step Instructions

The following instructions assist in creating a convergence test as shown in the preceding
figure. In addition, you can refer to these instructions as a guide for building many other
convergence test scenarios.

1. Reserve three ports in IXNetwork.

|m Port Selection [_ O] x|
| Chassis gp 3 & =2 % B Al ports = Ports in configuration 5 Add Offline Ports | € Al ports = |
Chassis/Card/Port Type [ State Marne ChassisfiCard/Paort
> (B 10.200.134.42 ixos 6.10.751.20 b 1 v @ 10.200.134.42:01:07-Ethernet
- 16 PORT 10/100/1000 LSM XMV16 2 @ 10.200.134.42:01:05-Ethernet
i Port 01 10/100/1000 Base T Ind B 3 @ 10,200.134,42:01:09-Ethernet
i Port 02 10/100/1000 Base T T ’ i
@ Port 03 10041000 Base X Il Aid pott=
@ Port 04 100/1000 Base X Il
@ Port 05 100/1000 Base X Il
@ Port 06 1010071000 Bass T
Port 07 10/100/1000 Base T
WP Port 08 10/100/1000 Bass T
WP Port 09 10/100/1000 Bass T =
DFort 10 10/100/1000 Base T
@Port 11 10/100/1000 Bass T
@Port 12 10/100/1000 Bass T
@Port 13 10/100/1000 Bass T
@Port 14 10/100/1000 Bass T
@rort 15 10/100/1000 Bass T
@rort 16 10/100/1000 Bass T
v BB card 02 16 PORT 10/100/1000 LSM ¥MVDCLE
3 Card 03 12 PORT 10/100/1000 XM312
v B8 Card 05 16 PORT 1010071000 LSM ¥My1s
v BB card 05 16 PORT 1010071000 LSM ¥My1s B
v BB Card 07 8 PORT 10GE LSM XM3
v BB card0B 4 PORT 10/100/1000 STXS4-256M3
v B8 Card 09 2 PORT ATM/FOS 622 Multi-Rate-256M8
» BB Card 10 12 PORT 10/100/1000 XM512
v B8 Card 12 12 PORT 10/100/1000 XMSR12
~ (B 10.200.134.45 ixos 6.00.700.3 ea -
« [T | » 4 i 3
OK Cancel Help
Figure 2. Port Reservation

2. Rename the ports for easier use throughout IxNetwork.

€ . {2} €9 Fors
Shate Mame Zonneckion Status Megotiated Speed (Mbps)
Traffic Pork

Primary Receive Port
Secondary Receive Port

Figure 3. Port naming

PN 916-2636-01 Rev B October 2013 é



Test Case: OSPF Routes Convergence Test

3. Inthe IxNextwork application, click Add Protocols.

File Home Automation Results | Reports Views

%%%Eﬁi

Add Add .-fl.ul:_lfd _Add Resource Test Clear
Ports »| Protocols » | Traffic» QuickTests »+ Manager » options =~ Statistics -

!
[ Capture

Run Build Statistics

Figure 4. Protocol wizards

4. Run the OSPF protocol wizard.

ixN Protocols Wizards

Rur wizard |

=[] Routing/Switching
----- L2 WPHAPLS
..... L3 VPN/GVPE
B RSVP-TE

Select a 'wizarg

W

B 1515%4/vE

----- L2 1515

----- BGP/BGP+

----- tulticazt

----- Multicast VPN .

----- B sTP

..... MSTP Network B B3 30.20.20.2/24

----- CFM/Y 1731 Ronge. -5 ’

----- LACP '

----- PEB-TE

----- Link-O4M _

=[] Auth/éccess Hosts/D ;L. J %, Gty
----- PPPa v/ ANCP

----- FCoE Client

----- DHCP Clisnt w AN,

----- IP w/ AMNCP VLAN -

----- L2TP w/ RADIUS Hcutes,Br: - [ PRouters = 1
I I ﬂ el * Connacled interfoce
4

Close I Help |

Area = [

Figure 5. OSPF wizard
Note: The OSPF wizard graphic represents a typical test case for testing OSPF, regardless
of whether it is a convergence test or not.
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Test Case: OSPF Routes Convergence Test

5. Configure Primary Receive Port and Secondary Receive Port (or whatever names were

assigned) to emulate the OSPF Routers, and then click Next.

OSPF Wizard - Port Select - Name E |

Ixia Port

I 193.35.1.2I24|

Ut

r

b
Matwarks
lmgtk e % Gty -
VLA -
#Routes/Ri = 0 I PRoulers = | I
WPorts = 2 & Connected fnterface
— Select Port(z] for wizard Configuration
Enable Part Descriptian
2 ™ Primary Receive Port - 10/100/1000 Base T
E I~ Secondary Receive Port - 10710041000 Baze T
Screen# 1 of B < Back I Mest » I Cancel Help
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Test Case: OSPF Routes Convergence Test

6. The Routers dialog configures the Primary Receive Port and Secondary Receive Port to
emulate an OSPF router. These ports are configured to communicate directly with the DUT
router.

Keep the default of 1 OSPF router. This is a per-port setting.
Keep the default of OSPF Area ID (0.0.0.0)
Configure the Tester IP Address and Gateway |IP addresses
i.  Inthis test, they are 193.85.1.2/24 and 193.85.1.1/24 for the Primary Receive
Port.
ii. Inthistest, they are 194.85.1.2/24 and 194.85.1.1/24 for the Secondary Receive
Port.
iii. Setthe Increment Per Port option to 1.0.0.0, which configures the Secondary
Receive Port IP address and gateway.
Click Next.
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Test Case: OSPF Routes Convergence Test

Optionally:

a. Select Enable VLAN if the DUT has VLANSs enabled on the connected ports.
b. Change the OSPF Area ID to match the DUT settings for OSPF.

05PF Wicard -RoutersMame ——________________H|
T
o

- —
103.85.1.1, w
— e

NLAM -
¥Routes/Bi. = [ I FRouters = 1 I

#Ports = 2 * Connscted lnferface

— OSPF Router[z)

Number OF WLANs Per Port |'| Fouter Distribution Ower WLAN IFh:uund R obin 'I
WVLAN 1D 100 Increment By I'I

[™ | Fepeat WLAN &oross Paorts

Murnber of Emulated Routers Per Port I'l

QSPF frea D o (0000
Tester [P dddreszs Gateway [P Address
|193.85.1.2H24 |183.85.1_1

[nerement Fer Bouter Increment Per YLAM
|u.0.u.1 |D.D.1.D

Increment Per Fort
|1 000 ™ Continuous Increment Across Ports

Screen 2 afl B < Back. I Mext » I Cancel Help |

Figure 7. OSPF wizard screen 2 of 6
Note: The picture above updates with the configured IP addresses.
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Test Case: OSPF Routes Convergence Test
7. The Route Ranges dialog configures the route ranges to be advertised by the emulated
OSPF Router on Primary Receive Port and Secondary Receive Port.
a. Enable Advertise Routes
Set the Number of Routes per Router to1000 per router.

b. Set the First Route of this route range to 131.1.1.0/24.

Set Increment By (Per Router) to 0.0.0.0, because both OSPF routers must advertise

the same routes.
c. Keep the Route Origin to default.

d. Keep the Route Metric to default.

e. Click Next.
Ixia Port Area= )
suT
Haat 1938512124 P -
Ronge | . ~
i~z ot
—_— —_—— - -
Ronge [ aSg—L g o, atewmay :
193.85.1.1 U’
VLAN =
Whoues,/ B = {000 #Routers =
¥Forts = 2 = Connected Inferfoce
v Advertize Routes |
Mumber of Routes Per Router I‘I .noa
Firzt Foute Increment By [Per Router]
I13'I.'I.'I.D.u’24 I "U.U.U.EI I
Route Origin IAnDther Area j
Route Metric ID
Screent 3 of B et > Cancel Help

Figure 8. OSPF wizard screen 3 of 6
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Test Case: OSPF Routes Convergence Test

8. The Network Range dialog configures what network ranges are advertised by the emulated
OSPF routers.

a. Clear the Advertise Network Range check box.

b. Click Next.
0SPF Wizard - Network Range - Name E |
Ixia Port Arca = )
suUT
i 193.85:.1 224 T .
Ronage - | — T
< CXEPF
T vt B
A Gameay .
1938511 u’
VLAM =
¥Roulss/Bi. = 1000 PRoulers = 1
¥Forls = 2 & Copnected Inferfoce

I ihdvertize Metwork Fange

Murber af Bows

|1 1]
Mumber of Calurmns |1 1]
-

First Submet IP |1 92 20.20.0/24

Link type IBrDadcast

Screen d 4 of B ¢ Back I MHest > I Cancel Help

Figure 9. OSPF wizard screen 4 of 6
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Test Case: OSPF Routes Convergence Test

9. The Interface TE dialog configures the traffic engineering options advertised by the
emulated OSPF Routers.

a. Clear the Enable Traffic Engineering for Connected Interface check box.

b. Click Next.
lPr wizard - Interface TE-hame g
Ixia Port Area =00 :I
sUT
i 193.85:.1 2ikd - -~
Ronge i : .
_,.»'—‘\” Gatwmay : \
193.85.1.1 5 H
VLAN =
#Roules/Bir. = 1000 HRouters = 1|
#Porls = 2 * Connected lnterfoce
—I" Enable Traffic Engineerng for Connected Interface

Link Metric ID

Adminiztrator Group IUU 000000
b aximurm Btandwidth I1 .25e+008 butes / sec.
 aximum Rezervable Bandwidth |1 .25e+003 bytes / sec.
Pricrity Unrezserved B andwidth
0-1-2 |1 25e+008 |1 25e+008 |1 _25e+008
3-4-5 |1 ZRe+ 003 |1 25003 |1 25+ 003
5-7 |1 25e+008 |1 25e+003

Screen # 5 af B ¢ Back I Mest > I Cancel | Help |
Figure 10. OSPF wizard screen 5 of 6

10. The OSPF Primary and Secondary Port dialog sets the test name and the action to take
when the configured test is saved.

a. Enter a description for the protocol configuration in the Name field. In this case use
OSPF Primary and Secondary Port.

b. Specify what to do with the finished test configuration.

In this configuration, select Generate and Overwrite Existing Configuration. This task
overwrites any previous protocol configuration.

c. Click Finish.

PN 916-2636-01 Rev B
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Test Case: OSPF Routes Convergence Test

Optionally:

a. Select Save Wizard Config, But Do Not Generate on Ports. This option saves the
protocol configuration with the configured name, but does not modify the existing
IXNetwork configuration.

b. Select Generate and Overwrite Existing Configuration. This option overwrites the
protocol configuration, but appends IP addresses to the Protocol Interfaces
configuration.

c. Select Generate and Overwrite All Protocol Configurations. This option removes all
protocol and IP address configurations on the ports.

OSPF Wizard - OSPF Primary and Secondary Port
i
| Ixia Port Area = )
| suT
Y
- o
; Mabwerks
- el
193.85.1.1 u
VLAN -
¥Rgules/Ri. = 1000 HRoulers = 1
#Porls = 2 W+ Connected lnferfoce
05SPF Primary and Secondary Part
" Save Wizard Config, But Do Not Generate on Ports
" Generate and Append to Existing Configuration
I % Generate and Ovenarite Existing Configuratioré I
" Generate and Owerwrite &1l Protocol Configurations
i [ARMIMG : Thiz will clear the interface configurations also]
Screen # Eof B < Back I Finizh I Cancel Help

Figure 11. OSPF wizard screen 6 of 6
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Test Case: OSPF Routes Convergence Test

11. The Protocol Wizard dialog shows the saved protocol configuration template.
a. Select Close to finish the protocol configuration
Optionally, with saved wizard templates you can:

a. Come back to the same protocol configuration to view and/or modify the
configuration by double-clicking on the name.

b. Save new or modified protocol configurations with a different name, or overwrite
existing templates.

c. Create a library of templates for use in different tests.

d. Highlight each template and preview the configuration in the topology, as shown in
the following figure.

Iﬁl Protocols Wizards E3 I
Select a'wizard  Run'wizard |

=[] Routing/Switching
----- L2 ¥PNAYPLS
----- L3 %PM/EVPE
----- RSWP-TE
..... =] SPFw
----- 151546
----- LZ 1515
----- BGP/BGF+
----- Multicazt
:: ':T“'Ft_'caswp“ ia Port Area = 0

_____ MSTP Hebweek [ T 193.85:1.2:‘24 'EUT
----- CFMAY. 1731 hmge. ¢ ’
..... LACP

----- FEE-TE
----- Lirik-Oiéshd
E-20 Auth/Access Hosts/D.. Nl_"‘:_" T Gawway

..... PPPos wi &MCP 193.85.1.1

----- FCoE Client Rt ) U
----- DHCF Clisnt v AN,
----- IP wad AMCP VLAN -

---- L2TF w! RADIUS Lo o U FRouiers =
I I J B -+ Cannecled nharface
J 3

Cloge I| Help

Figure 12. OSPF wizard saved wizard template
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Test Case: OSPF Routes Convergence Test

12. Once the wizard is complete, examine the contents of the IxXNetwork configuration windows
to see how the values were set. Verify IP connectivity between the DUT interfaces and the
Ixia port interfaces. For example,

a. Click the Protocol Interfaces in the Test Configuration panel.
i. Verify that the IP addressing/incrementing functions of the wizard properly
created IP interfaces that connect to the DUT, as shown in the following

figure..

ii. Add an IPv4 address to the Traffic Port. In this test, the IPv4 Address is
192.85.1.2/24 and the Gateway is 192.85.1.1/24.

ﬁ Home Automation Results [ Reports Views

Configuration

,.5_-,_; : § SendARP s Add Interface o Add TPv4 ol Add PvE el Add DHCP TLV el Add DHCP IPv6 TLY
friek
wRE J § Send NS cD;. Add Multiple Interfaces % Remove IPv4 % Remove IPvE % Remove DHCP TLV % Remove DHCP IPvG TLV
Protocols rotocol Traffic
- Interfaces Actions ~ Group ID  §§ Ping % Remove Interface
Actions Edit
Test Configuration & | € m 1 Protocol Configuration » +44 Protocol Interfaces
Owerview
Ul][l Connected Interfaces | Unconnected Interfaces l GRE Tunnels l Dizcovered Meighbors l Interface Addresses l DHCPw4 Discovered Information
- @ Pors ™ ARFanlink Up [ Send Single 4FF per Gateway [ M3 anlinkUp ¥ Send Single NS per Gateway
& Chassis
- Part _— IPvd Address IPvd Mask
Port Description N Interface Description | Enable | | Gateway
+ € Protocol Configuration Cinkd L0055y Resered Bl Wl
Protocal Tnterf 1 Primary Receive Port - 100100038 193851 2024 - 8874 - 2 193.851.2 24 193.83.1.1
IWI 2 Secondary Receive Port - 107 C)' 194.55.1 2024 - 58:79 - I 194.85.1.2 24 194851 1
@ Static 3 M| Traffic Part - 1041001000 Elasm Connected - Pratocollnt I~ 1928512 I 24 ! 1928311
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Test Case: OSPF Routes Convergence Test

13. Check the protocol configuration. Make sure the settings work with the DUT’s configuration.
For example:

a. Click OSPF in the Test Configuration panel.
b. Note the two OSPF routers connected to the two DUT ports. If necessary, change
any OSPF property to match the DUT settings.
c. Set the Metric of the advertised routes:
i. Change the routes advertised Metric of the primary receive port to 10.
ii. Change the routes advertised Metric of the secondary receive port to 20.

Note. Advertising different metrics for the same routes creates a primary (preferred) and
secondary (backup) path for traffic destined to the advertised routes.

Test Configuration &
|]|]|] Overview

- ) Ports

ﬁ!n Chassis

= Traffic Configuration %

4| QuickTests

+ Captures

Figure 14. Selecting the OSPF Configuration

Routing/Switching/Interfaces

Diagram IPDHS IRDuters Ilnterfaces Route Ranges IJserLSP\Gmups IUserLSAs I

To change number of Route Flange, select 'Fouters' tab, and enter number in 'Mumber of Foute Flanges' field

Rauter |D Enable First Raute Mask Wicth N‘;";ff;;f Metric Raite Otigin
1 193.55.1.2 - (Primary Receive Port) Il 131110 24 1,000 10 Another Area
2 194 .85.1.2 - (Secondary Receive Part) I 131110 24 1,000 20 Another Area -

Figure 15. Protocol configuration window
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Test Case: OSPF Routes Convergence Test

14. . Click Configuration > OSPF > Start All as depicted in the figure below.
15. Check if all of the OSPF sessions are up.

Troubleshooting:

a. If the sessions are not up, go back to the Test Configuration window and double
check the protocol configuration against the DUT.

b. In the Test Configuration pane, click Capture and turn on Control Plane Capture,
then start the Capture for a real-time sniffer analysis between the Ixia port and the
DUT port.
ﬁ Home Automation Results / Reports Views Configuration

FOE &P Add Routers
@ ¢ o %

Protocols | OSPF | OSPF Traffic Grid
- - Actions +  Group ID Operations -~

| ﬁg@ta—: |l Edik Eud
Test Confil & StopAl € |€ ﬂ #4 Protocol Configuration » 9 OSPF
ﬂl][l Overvigw
Diagrarm l Porte  Routers ‘Inﬁeﬂaces l Route Ranges Lzer L0 Groups Lizer L58s
- O Ports ) Port Enahle Router I Mumbet of Mumber of  [Mumber
ﬁ!ﬁ Chassis Interfaces RouteRanges [e]
1 Ird 400.1.2 1 1
- & Pratocol Configuration 2 Ir 50012 1 1
Protocol Interfaces
) OSPF
@ Static

+ = Traffic Configuration
= L2-3 Traffic Itams
= L2-3 Flow Groups

4] QuickTests

g.. Capturas

Router j{' Graceful Restart - Craft }\ Graceful Restart - RFC 3623 }\ LS Update Rate Controls

| (OSPF Statistics | OSPF Aggregated Statistics
Stat Mame Sess, Configured |Fu|| Mbrs, |Session Flap Count |[
L I 10,200,134 .42/ Card01/Poar... 1 1 0
7 10,200,134 42/Card01 /Port0s 1 1 0

Figure 16. OSPF protocol statistics window
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Test Case: OSPF Routes Convergence Test

16. Once the OSPF sessions are up, enable Convergence Mode measurement. To enable
Convergence Mode, do the following:

a. Goto Traffic Tools > Configuration > Traffic Options.

b. Select CP/DP Convergence.

c. Select Control Plane Events. This option enables monitoring of control plane
events. Based on event triggers, IXNetwork captures the hardware timestamp on an
event start and end.

d. Select Data Plane Events — Rate Monitoring. This option enables monitoring the
throughput rate on the receive port, and captures the hardware timestamp when this
user-defined threshold is reached. Values are captured on the primary receive port
and secondary receive port.

Note. If this option is grayed-out and cannot be enabled, disable other enabled
measurements in this tab (For example, latency)
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Test Case: OSPF Routes Convergence Test
17. Configure Data Plane Threshold. Setting this threshold defines the Rx throughput threshold
which when exceeded or dropped below, captures the timestamp.
Note. A 90% rate threshold is recommended for this setting.

Optionally, enable the Packet Loss Duration statistic. This IxNetwork statistic calculates
the estimated time in milliseconds during which no packets were received for any traffic
statistic view. This is calculated using Frames Delta, Frame Size and the Tx Rate.

Home Automation Results / Reports Views Configuration
' 2 =
o & 8 /S 2R ]
D i L] @ Bam 7 Group Rows By - Please select one or more Flow Groups
-3 Traffic -3 Regen Delete i Grid .
Th - A .| Thf ., Edt Regenerate Del Srafie. | operations -

Run Edit Grid Rate Control
Test Configuration )l ixN Test Options
Jlp Overview Traffic Options

@ rors ¢ Traffic Options Statistics Measurements | Glabal Settings

ﬁ!h Chassis I QuickTests Options Available Sets of Statistics

C... Statistics Set Settings Description
~ (@ Protocol Configuration [ stat Viewer Options e
S elta of Receive Time of twa
Protocol Interfaces Inter-arrival time/rate conseculive packets
€ osPF
B Static Pt Flow Drdering, Loss or Duplication
sequence Checking E" PacketsMeasurements on Receive
orts

» oo Traffic Configuration
= L2-3 Traffic Items
=¢ L2-3 Flow Groups

Enables a more accurats way to

Advanced Sequence Checking compute the lost packets

Contral Plane and Data Plane

- QuickTests integrated time stamping for caloulating
5 ¥| CP/DP Convergence COMVEIgEnce measurements
i Captures Oniore..

Contral Plane [Protocal] State Change
Control Plane Events W or Event Timestamps used far
convergence meastrement

Receive Ports Rate Manitaring to
Data Plane Events - Rate Monita... v detect Convergence event and capture
timestamp

Rix Rale thieshold whichis apercent of
Tk Rate used to caloulatethe Dala
Plane Convergence [value used to
capture timestamps  for beth the Below
Tk Fiate threshold and Above
threshold]. Minimum supperted is B0%

Data Plane Threshold (%) 90

Precision time: interval to be used for
Data Plane Jitter Window 10 ms rate nalculal\n_r\ o the receive side
(required by Jitter measurements]

Figure 17. Enable Traffic options for convergence
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Test Case: OSPF Routes Convergence Test

18. Configure appropriate Data Plane Jitter Window. The jitter window is designed to avoid
data plane jitter that can incorrectly trigger threshold timestamp. It is essentially the sampling
period used to determine the incoming throughput on the monitored traffic flows. IXNetwork
requires the minimum of 200 packets within each sampling period. The lower the value for
data plane jitter window, the higher resolution and accuracy for DP threshold timestamps.

Drata Plane Jitker Window §10 ms -

1.3ms
2.6 ms
PRBS 5.2 ms
10 ms=
21 ms

42 ms
IPv4/TCP/UDP Checksum Err... g4 ms

¥| Data integrity

Figure 18. Select Appropriate ‘Data Plane Jitter Window
19. Build traffic from the Traffic Port to the Primary Receive Port and Secondary Receive Port.

a. Click Traffic Tools > Configuration > L2-3 Traffic to start the Advanced Traffic
Wizard.

ﬁ Home Automation Results [ Reports Views

b PEGY i %
oy &g S D

3

- Traffic - it B Delete 5 Grig
Tﬁazbﬁ:- Actions 4 | Trafhc = Edit Regenerate - Jp@.f;'r'fs Operabigns -

Configuration

Run

| ¥ L2-3 Advanced Traffic Wizard i
i . Ir
Test Configuration | &,  L2-3 Basic Traffic Wizard B _ral"ﬁc
IZI[||] Ouervigw ? L2-3 Quick Flow Groups
- @Fors I
n!n Chassis ¥

- @ Protocol Configuration
Protocol Interfaces

€P OsPF
5 Static

+ o Traffic Configuration
=~ L2-3 Traffic Items
= L2-3 Flow Groups

Figure 19. Create traffic
20. Once started, configure traffic. In the Endpoints pane, leave the defaults for Source/Dest.

Traffic Mesh (one-to-one), Routes/Hosts (one-to-one), Bi-directional (cleared), Allow
Self-Destined (cleared)
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Test Case: OSPF Routes Convergence Test

a. Set Source Endpoints as the protocol interface for the traffic port.
b. Set Destination Endpoints as the overlapping OSPF route ranges on the emulated
OSPF routers on the primary receive port and the secondary receive port.

c. Click Next.

Note. The traffic is destined to overlapping IP address ranges (the same route range is
advertised by both OSPF routers). So, IxNetwork automatically understands this is a
convergence test and generates a single traffic stream. The path chosen to the
destination is now decided based on the forwarding table on the DUT.

ixN Advanced Tralfic Wizard

Ji[=] 3
3 -
Endpoints IxN
= Traffic Item =——— e Sgurce / Destination Endpoints
Traffic Mame  Traffic Item 1 Traffic Group 1D Filters  Mone selected IEI
WEOCARIE (M v ‘Suurce | All M & & | ‘Destmatlon | all M ® & & |
—— Traffic Mesh =+ Al Ports =+ All Ports
Rate Setup SourcefDest. | One - One |El =[] Traffic Port P3 =+ Traffic Port
— [=+¥] Interfaces [=+[#] Primary Receive Port DSPF R1
Flow Tracking Reutes/Hosts | Gne - One [ [EHH] Connected - Protacallmeface - 100:01 - 1 =}
[ Bi-Directional S| Connected - Protocollntetface - 100:0... EH] RID - 193,85, 1.2
Preview [ tllow Self-Destined ] Primary Receive Port [=}[w] OSPF Routs Ranges
o e [ Secondary Receive Port 131,1,1,0/24/1000 =
oA validate — [ ]D Interfaces
5 = I;I Secondaty Receive Port OSPF R2
. | [=Hw] osPR
@ N @ ] RID - 194.85.1.2
[} (%] (SBE Baute Bange £
. % ] 131.1.1.0/24/1000
= & [ ]D Interfaces
| e
3 i
Lol 5] | \ =— Endpoint Sets
‘ ® R X
Encapsulation ‘ Source Endpoints | Destination Endpoints | Traffic Groups \ \ |
Murnber of hosts per Route 1 [=] Name: Endpo \ \
L & 5
(=0 - = =
Merge Destination Ranges A = o IP Add
<Mews <Emphy > <Emphy > Mone selected
Uncheck this option to test overlapping
WPH addresses
\: Mext | | Finish \ | Cancel \ | Help |

Figure 20.

Advanced Traffic wizard (screen 1 - endpoints)

21. Optionally, in the Packet/QoS pane:

a. Available QoS fields are populated based on the traffic encapsulation. You can modify
any available QoS field (For example, IP Precedence). Leave the default setting for this

test.
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Test Case: OSPF Routes Convergence Test

22. Optionally, in the Flow Group Setup pane:

a. Various options are populated based on packet content. These options allow you to
create various traffic profiles that tune transmit parameters for each profile. Leave the
default setting of None for this test.

23. Optionally, in the Frame Setup pane:
a. Set the desired Frame Size.

24. Optionally, in the Rate Setup pane:

a. Set the Traffic Item Transmission Mode to match the Transmit Mode in the Port
Manager window.

Test Configuration & | K m ) Ports
I]["] Overview Skate arme Conneckion Status Megotiaked Speed (Mbps) Loopback Transmit Mode ran
t v @ | Traffic Port ]
- 0 Ports 2 @ | Primary Receive Port Intetleaved
a Chassis 3 @ Secondary Redieve Port Inketleaved

+ @ Protocol Configuration
€3 Protocol Interfaces

@ 0sPF R
@ static

\-‘P‘I Advanced Traffic Wizard

by
@ Endpaints Rate Setup |xh
(®) all Encapsulations (") Per Encapsulation
a Packet [ QoS =
x4| Encapsulation | Transmission | Target Rate | Target Rate Distribution | Marne |
QE': Flow Group Setup ¥ |Ethernet 11.1Pw4 Continuous  Line rake: 10 Apply Rate to all ports. Evenly split pott rate among the Flow Groups.  EndpointSet-1

ﬂ Frame Setup
AV R ate Setup

All Encapsulations - Same settings will be applied to all {1) encapsulationis)

—— Tralffic Item Tr ission Mode —— Flow Group Tt ission Mode
(=) Continuous
() Sequential () Fiseed Packst Count Start Delay 0 [bvtes [+
The Interleaved Transmit mode will interleave the (2 Fixed Tteration Count Minimum Gap 12 bytes

packets from each Flow Group when sending Traffic ) Burst (Auto)

() Burst (Custom)

Houw it willlook on the vire: [ ] [ I B 60 I B L I B B
—— Rate —— Rate Distribution
(%) Line rate 10,00 % hoity
(=) Apply rate on all ports
() 5plit rake evenly among ports
": ) LayerZ Bit Rate Flow Groups:

() Packet rate

() Apply port Fate to all Flow Groups
(=) Split port rate evenly among Flow Groups

| Brew | | Mext | | Einish | \ Cancel

] \ Help \

Figure 21. Advanced traffic wizard (screen 5 - rate setup)
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Test Case: OSPF Routes Convergence Test

25. In the Flow Tracking pane:

a. Select Dest Endpoint tracking. For convergence tests, this option MUST be selected. If
this option is not selected, the traffic wizard displays a clear warning and the traffic apply
fails.

b. Enable other tracking options if required.

u-N Advanced Traffic Wizard

@ Endpaints Flow Tracking

—— Track Flows by

@ Packet [ QoS Traffic Item .
|:| Source/Dest Endpoint Pair
E}E: Flow Group Setup |:| Source/Dest Yalue Pair

[] source/Dest Port Pair

Frame Setup

[ Traffic Group 1D
[ MPLS Flaws Descripkar

[ Frame size
= [] Flow Group
|§;. Presview [[] Ethernet 11 ; Destination MAC Address
—), [[] Ethernet 11 ; Source MAC Address
Validate |:| Ethernet II : Ethernet-Tyvpe -

Figure 22. Advanced traffic wizard (screen 6 — flow tracking)
26. Optionally, in the Preview pane:

o Click View Flow Groups/Packets to preview the packet content.

ixN Advanced Traffic Wizard [_olx]
) i -
@ Endpoints Preview Ix'\
a Packet [ Qo5 Flow Groups/Packets (©) Current Traffic ttem () Al Traffic Ttems | [ view Flow GroupsiPackets |
E:}E: Flow Group Setup | Flow Group I Traffic Ttem [ ‘
[ Port: Traffic Port
g Frame Setup TR i 1t 1 - Flows Group 0001 Tvaffic Ttem |

@ Rate Setup

Lo 19285102 131121
Lo 192.85.1.2 131.1.3.1
4., O0:00:bB:a.., 192.85.1.2 131.1.4.1
. OO00:bG:a.. 192.85.1.2  131.1.5.1
... 00:00:b@:ia.. 192,85.1.2 131,161

Figure 23. Advanced traffic wizard (screen 7 — preview)
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Test Case: OSPF Routes Convergence Test

27. Optionally, in the Validate pane:

o Click Validate to ensure there are enough hardware resources to successfully build
and apply traffic.

Note. If traffic validation fails, a clear error is reported and details on how to correct the
error are shown.

XN Advanced Traffic Wizard

" o
@ Endpoints Validate

Traffic Item Resource Information (&) Current Traffic Item () All Traffic Items | Yalidate ,‘
Packet | Qo5 o
i) Highlevel view to quickly identify category of errors detected per Traffic Item
E>E: Flow Group Setup =
Traffic Ttem Configuration Parkets Flow Groups Flows
ﬂ Frame Setup Ttem 1 2000

@ Rate Setup
é Flow Tracking

=

Preview

Ig\?i “alidate

@ 0Emors || p\ 0Warnings | (i) 0Messages || [E] Show Details || 23 Copy Error

|’ | Errar | Traffic Item ‘ Flow Group Patt

Enors Reported here

Figure 24. Advanced traffic wizard (screen 8 — preview)

28. Click Finish.

29. Once the Traffic wizard run is complete, traffic is built and a traffic item is created under the
L2-3 Flow Groups node in the left pane. All flow groups for this traffic item show in traffic
grid.

o You can then dynamically modify the properties such as, Frame Rate and Frame Size
for each flow group in the traffic grid.

ﬂ Home Automation Results { Reports Views
. A crid/ .
D,J) oy y / = : :E Grid|Column Profiles » Traffic Port 100.00%
B - L ] C:O—'Q = - || Group Rows By » |
3 7 ji -

Configuration

— 10.00%
= L7 Traffic -3 i Delste 5 Gri J
Tl;i%ﬁ(: + Traffic~ Actions~ Traffic » Edit  Regenerate - J,;EE—.CS Operations ~
Run Edit Grid Rate Control
Test Configuration « | € m =4, Traffic Configuration + Z< L2-3 Flow Groups
I]l]ﬂ Qverview Transmit Stake Suspend T Port Encapsulation Name Endpoint Set Configured Frame Size [ Frame F.ates
piv @ l Traffic Item Name: Traffic Item 1 Tx Mode: Inkerleaved, SroiDst Mesh: OneToOney, Route Mesh: OneToOne, Uni-directional

- ) Ports 1 @b | Traffic Port Ethernet I1.IPv4 Endpointast-1 Fived: 178 10% Line Rate

N Chassis
+ €@ Protocol Configuration %

3 Protocol Interfaces

D OsFF

@ Static

- o Traffic Configuration
= L2-3 Traffic Ttems

= L2-3 Flow Groups

Figure 25. Traffic grid
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Test Case: OSPF Routes Convergence Test

30. View, Apply, and Start the traffic.

ﬂ Home Automation Results | Reports Wiews Configuration
151 4 L = —
- &% -_n g
L33 raffic - Delete fi el -
Treffic =  Ackions~  Trathic - Edit Regenerate - J,SEEEE Operations -
A} Apply L2-3 Traffic | Edit
et Start 12-3 Traffic I < Q =€, Traffic Configuration + 2 L2-3 Flow Grou|
P )
A TTEAD | 223 Trafic by | Transrit Skake Suspend Tx Pork
v v @ E  Traffic ITtem Name: Traffic Item
- () Ports 1 | Traffic Port

ﬁiﬁ Chassis

- 5 Protocol Configuration

Figure 26. Traffic-created grid view
31. Click L2-3 Traffic Items > Traffic Item Statistics to view the traffic statistics.

o View the aggregated Traffic Item Statistics. This view is an aggregated traffic statistics
view, per traffic item, and reports real-time loss, latency, and rate statistics for all ports in
the traffic Item. This view does not include any convergence statistics.

Test Configuration « | € m X Traffic Configuration » G L2-3 Traffic Items
I]uﬂ Overview Transmit State Traffic rem Mame Enabled Flow Groups Tx Ports R Ports Endpaintf/Er
P | OSPF traffic v 1 1 1
- O Ports
2 Chassis
~ B Protocol Configuration
3 Protocol Interfaces i ey — al ﬁ
@ 0sPF Summary | Settings | Tracking and Latency
A Static
i -| Traffic Statistics | Flow Statistics Flow Detective Datz Plane Port Statistics User Defined Statistics
- 2 Traffic Configuration Traffic Tkem Tx Frames |Rx Frames |Frames Delta |Loss % Packet Loss Duration {ms)  [Tx Frame Rate |Rx Frame Rate |Rx Bytes Tx Rate (Bps) ‘F
L2-3 Traffic Items
I = I ¥ 1 |Q5PF traffic 4,440,746 4,440,741 8 0.000 0.020 253,376,500  253,370.500 560,414,040 32,432,448...
¢ 12-3 Flow Groups

Figure 27. Aggregated traffic item statistics
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Test Case: OSPF Routes Convergence Test

32. Drill-down from the aggregated Traffic Item View to the User-defined Statistics view.

e Drill-down by Dest. Endpoint (right-click menu option from a selected traffic item. This is
an aggregated view per advertised destination endpoint. This view contains:

o CP/DP convergence time
¢ DP/DP convergence time

Ignore the values here, because no event triggering convergence has occurred.
Note: The drill-down options per Traffic ltem depend on the tracking options selected
for that Traffic Iltem during configuration.

£ FB Protocol - jr—— e
ﬁ I Drill down per Dest Endpaint I
Diagram ] Ports l Router Shove All Filkered Flows Si Groups User L5

Dorill Diavr per R Park

To change number of Flou aumber in ‘Mumber of Route Fanges' field

Customize. .. e
) umber o )
First Rout Mask Width flet Rout
Edit Filter Selsction et hauie i Rautes ne e
1 Edit Statistics Designer [ 101001 4 1,000 u another
2 101.0041 24 1,000 10 Another
3 1000041 24 1,000 u] Another
Hide: wiew
Show 3
Insert Row 3
RouteRange ﬁ: HE58 .;
ﬂ Traffic Statisti Detective Datz Flane Port Statistics User Defined Statistics T
Traffic Ikem % Frames  |Frames Delta |Loss % Packet Loss Duration (ms) | Tx Fre

I —— Add ko Custom Graph
» OSPF CONYEgE... . oy vom ey e 32,009,438 z 0,000 nozz o o9

ﬂ Traffic Statistics | Flow Statistics Flow Detective Data Plane Port Statistics User Defined Statistics Traffic Item Statistics
||@: Fack |,| = || Traffic Iterm  Dest Endpoint I
Dest Endpoint | |Rx Frame Rate |Rx Bytes |Tx Rate (Bps) |Rx Rate (Bps) |Tx Rate (bps) WDPIDP Convergence Time (us) | CP{DP Convergence Time {us) x Rate (bps) |Tx Rate (Kbps) |F
Fo1101.0.01 3 90,579.500 13,759,633,405 23,188,352... 23,189,352... 185,506,81.. 62,927 1,153,643 jos5,506,61.., 185,506,816

Figure 28. Drill-down view (user-defined statistics) per Dest. endpoint
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Test Case: OSPF Routes Convergence Test

33. Perform a second-level drill-down from the Dest. Endpoint view.

a. Dirill-down by Rx Port (right-click menu option from Dest. Endpoint view).
This view is per-advertised destination endpoint and per-Rx port. This view contains:
e Ramp-down Convergence Time (in microseconds)
¢ Ramp-up Convergence Time (in microseconds)
e Event Name
e Event Start Timestamp
e Event End Timestamp
Ignore the values here, because no event triggering convergence has occurred.

b. Inthe present view, the Secondary Receive Port is highlighted in blue, because itis
dead and is not receiving any traffic.

Presently all traffic is being received by the primary receive port, because it has the
preferred path to the destination.

To change number of Route Range, select 'Routers' tab, and enter number in 'Mumber of Route R anges' field

Drill Do per R Port Murmb
Enable First Route hazk Wicth Fou
— Customize.. .
1 | 1M 001 24
2 Edit Filker Selection W 101.0.04 24
J Edit Statistics Designer ¥ 100004 2
Hide: vigw
Shiow 3
Insert Row 3
\RouleRange ,{I
ﬂ Traff stics Flow Detective Data Plane Port Statistics
Dest Fnd i to Custom Graph  » = Tx Rate (Bps) |Fx Rate (Bps) |Tx Rate (bpsi |0
b M U, SE0L 000 16, %949, 488,640  23,188,480.,. 23,188,480... 185,507,54...
ﬂ Traffic Statistics Flow Statistics ~ Flow Defective  Data Plane Port Statistics ~ User Defined Statistics ~ Traffic Item Stafistics
w, | Trafficltem  Dest Endpoint | 0ril Dovn Per Rx Ports
H for Dest Endpaint: 101.0.0.1
R Port ‘Tx Rate (Mbps) ‘Rx Rate (Mbps) |First TimeStamp  Last TimeStamp ‘Ramp-down Conwergence Time {us)  |Ramp-up Convergence Time (us) |Event Hame |
b1 Primary Receive Port 185,508 0,000 00:02:35.232 DD:DS:SS‘S%I 45,716 155,232,903 (OSPF) Router 40.0,1,2; Route Range 101,0.0,1f24/1000 - Disable
2 Secondary Receive Port 185,508 185,508 00:0E:56.637  00:13:26,356 0 | 76,164 |(OSPF) Router 40,0,1,2: Rouke Range 101.0,0,1/24/1000 - Disable

Figure 29. Drill-down view (user-defined statistics) per Dest. Endpoint, per Rx port
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Test Case: OSPF Routes Convergence Test

34. Trigger OSPF routes withdraw for convergence to occur. To trigger OSPF route withdraw,
do the following:

a. Navigate back to the Protocol Configuration > OSPF node in left panel.

b. Click the Route Ranges tab.

c. Clear the Route Range on the emulated OSPF router on the primary receive port.
This action triggers convergence of all traffic being received on primary receive port
to the secondary receive port as the DUT now uses the secondary path for all traffic
destined to the route ranges.

Ay % = ! uickTests  OSPF Global | F"" !
| 2 7l - (el =] Q . 2 Edi G\DUD
Clear Cusk e Dril Stat \iew Take More Staristi Staristi P 1 51 i e om View T
Statistics ~ Tr;?ﬁgr-}‘iéw Down ~ Prafiles - Snapsjw: ~ Actions - e eties rotocol Staristies + @ Pin c“ﬁﬁﬁ%‘ =
Statistics Traffic Customize Custom Graph Snapshot View Sets Mew View
Test Configuration « € ﬂ €] Protocol Configuration » € O5PF
I:IUU Overview
Diagrarm ] Ports ] Riuters ] Interfaces | Route Ranges Wzer |50 Groups I Uzer LAz I
hd O Ports Ta change number of Route Range, select 'Routers' tab, and enter number in ‘Wumber of Foute Fanges' field
2 Chassis
5 Mumber of 5 o
N Router ID Enable First Route hiask Width | hietric Route Origin
- @ Protocol Configuration r Routes
T protorol [nterface 1 | 101004 24 1,000 0 Another Area
2 v 101.0.04 24 1,000 10 Another Area
3 I~ 100.0.0.4 24 1,000 0 Another Area

+ ¢ Traffic Configuration
= L2-3 Traffic Items
= L2-3 Flow Groups

Figure 30. Disable OSPF route range on primary receive port
35. Navigate back to the Traffic Statistics tab.

36. Navigate back to the Per Dest Endpoint Per Rx Port view (Follow steps in Step 21). In this
view, you notice that the primary receive port is dead, because it no longer receives the
traffic. The secondary receive port is now receiving traffic and is no longer dead.

37. View the calculated values for the Ramp-down Convergence Time, Ramp-up
Convergence Time, Start Event Name, Start Event Timestamp, and End Event
Timestamp.

ﬂ Traffic Statistics Flow Statistics  Flow Detective ~ Data Plane Port Statistics ~ User Defined Statistics ~ Traffic Item Statistics
Traffic Item  Dest Endpoint | Drill Dovan Per B Ports
H for Dest Endpoint: 101.0.0.1
R Port |Tx Rate (Mbps) |Rx Rate (Mbpsi |First TimeStamp  |Last TimeStamp |Ramp-down Convergence Time (us)  |Ramp-up Convergence Time {us) ‘Event MName |
b1 | Primaty Receive Port 185,508 0000 00:02:35.232 DU:DB:SS.EQ&' 45,716 155,232,903 (0SPF) Router 40.0.1,2; Route Range 101,0.0.1/24/1000 - Disable
2 | Secandary Receive Port 185,508 185,508 O0:03:56.637  00:13:26.356 1] | 76,164 |(OSPF) Router 40.0.1,2: Route Range 101.0,0,1/24/1000 - Disable

Figure 31. Ramp up/down convergence times
Note: The Ramp-up/down convergence times also take into account the amount of time
taken for the completion of the event (OSPF route withdraw in this case), because the ports
can completely Ramp-up and down only when all routes are withdrawn.

38. Navigate back to the Per Dest. Endpoint view (perform step 21, or navigate back from the
previous view). In this view, you can see the calculated values for the CP/DP Convergence
time and the DP/DP Convergence time (in microseconds).
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Test Case: OSPF Routes Convergence Test

ﬂ Traffic Statistics | Flow Statistics Flow Detective Data Flans Port Statistics User Defined Statistics Traffic Item Statistics

’m‘q @I‘.Traffic Item  Cest Endpoint I

Dest Endpoint | |Rx Frame Rate |Rx Bytes |Tx Rate (Bps) |Rx Rate (Bps) |Tx Rate (bps) 1DP,KDP Convergence Time {us] | CP/DP Convergence Time {us) x Rate (bps) |Tx Rate (kbps) |F
¥ 1 |101.0.0.1 i) 90,579,500 13,759,633,408 23,188,352,.. 23,185,352... 185,506,51., 62,927 1,153,643 {85,506,51... 155,506,516

Figure 32. CP/DP and DP/DP Convergence times
Note: The Flow Statistics view reports the DP Above Threshold timestamp, DP Below
Threshold timestamp and Event Start/End timestamp values for every flow in the test. The user
can export these statistics to a CSV file and perform any additional calculations if needed.

About Service Interruption Time Measurement

When convergence occurs before reaching the last hop egress router, there can be temporary
disruption of traffic flows on the same egress ports. IXNetwork is capable of two measurements
to characterize such service interruption:

1. Packet Loss Duration — as described in step 17, this measurement is based on the amount
of lost packets that represent the degree of service interruption. This methodology is less
effective when the SUT (system under test) is capable of queuing/buffering packets and
reducing the amount of lost packets.

2. Rate based monitoring — similar to route convergence measurement described in this test
plan, DP-Below-Threshold and DP-Above-Threshold timestamps can be used to calculate
Service Interruption Time (SIT).
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Test Case: OSPF Routes Convergence Test

The following steps describe how to use rate based monitoring to measure SIT:

a) Setup transmit traffic flows to target data paths that expect service interruption, due to
convergence happing within system under test.

b) Setup RX flows monitoring through Advanced Traffic Wizard as described in step 25
to 28. Ensure the proper Traffic Option is selected, such as, Data Plane Rate
Monitoring, Data Plane Threshold, Data Plane Jitter Window, as described in step
16 to 18.

c) Select Flow Statistics, define a new stats called SIT by Client Formula. Right-click any
cell in Flow Statistics, and then click Insert Formula Column.

‘ Traffic Statistics I Flow Statistics Flow Detective Data Plane Port Statistics User Defined Statistics Traffic Item Statistics
Tx Part |Rx Port |;) R Rate (Kbps) |Tx Rate {Mbps) ‘Rx Rate {Mbps) ‘Flrst TimeStamp  |Last TimeStamp  |DP Above Threshold Times!
b1 Traffic Port Primary Receive Port 00 0.000 0.000 | 00000 nnmnzonEa o nm414g.221 00:00;

Customize. ..
Edit Filter Selection
Edit Statistics Designer

Hide view

Show J

Copy ChrHC

Insert Row 3

Insert Column 3

Insert Farmula Cnlumn% 3 To the Left
To the Right

Define Alert. ..

Add ta Customn Graph »

Figure 33. Insert Formula Column
d) Enter formula to calculate SIT.

| Traffic Statistics l Flow Statistics Flow Detective Data Plane Port Statistics User Defined Statistics Traffic Itermn Statistics
Tx Part |Rx Part 51 |Rx Rate (Kbps) |Tx Rate {Mbps) |Rx Rate (Mbps) |First TimeStarmp |Last TimeStamp |DP Above Threshab
» 1 | Traffic Part Primary Receive Port 00 0,000 0,000 I 0,000 | 00:00;02.033 00:41:48.221

Edit Column Formula [ |

Column Label 517

Faormula ="DP above Threshold Timestamp” - "DP Below
% Threshold Timestamp"|

Example: =5UM{"Tx Frames", "Rx Frames"}

Ok Caniel

Figure 34. Define Service Interruption Time
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Test Case: OSPF Routes Convergence Test

e) Now the Flow Statistics is armed to measure SIT when the monitored throughput
crosses the user defined threshold. The default value for DP Above Threshold
Timestamp is zero, while the default value for DP Below Threshold Timestamp is the
continuous update of last packet timestamp.

DP Above Threshold Timestamp | DP Below Threshold Timestamp |
Oc: 0000, 000 oo:02:54, 152

Figure 35. Default Values of DP above and below threshold timestamps
f)  Once the monitored throughput are dropped below and restored above the threshold,
both DP above and below threshold timestamps are latched to the fixed values and
proper SIT will be displayed.

| DP Above Threshold Timestamp | DP Below Threshold Timestamp | Service Int Time | |
00:44:23,183 004422401 00:00:00, 782
00:44:23,183 00:44: 22,401 00:00:00, 752
00:44:23,183 0044 22,402 00:00:00, 781
00:44:23,183 004422 402 00:00:00,731
00:44:23,1584 0044 22,402 00:00:00, 781
00:44:23,183 00:44: 22,402 00:00:00,751
00:44:23,183 0044 22,402 00:00:00, 781

Figure 36. Service Interruption Time Measurement
Note: Clear CP/DP statistics is needed to rearm the throughput threshold monitoring and set
the Flow Statistics ready for next SIT measurement.

Results Analysis

The test constructed is a convergence test, where the triggering event for convergence was an
OSPF route withdrawal. In this example, the protocol must withdraw each route and then the
DUT must update the forwarding table with the new egress interface. The number of routes
impacts the convergence time.

It is critical that devices capable of rapid convergence be tested across a myriad of different
convergence-triggering scenarios. IxXNetwork monitors a number of protocol and link events for
TrueView convergence measurement. A detailed list of protocol events are available in the
IXNetwork documentation.

Using Ixia’s TrueView convergence and a simple workflow, the pre-defined convergence metrics
provided by IxNetwork greatly reduce the amount of post-processing which is typically required
in convergence test scenarios.
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Test Case: OSPF Routes Convergence Test

TrueView Convergence calculations

Measurement Statistics Level

DP Above Threshold Timestamp

Flow Statistics

DP Below Threshold Timestamp

Flow Statistics

Control-Plane / Data-Plane

Destination Endpoint

Convergence Time

Convergence Time

Data-Plane / Data-Plane Destination Endpoint

Event End Time

Event Name, Event Start Time, Flow Statistics

Destination Endpoint -> Rx Port

Ramp Down Convergence Destination Endpoint -> Rx Port
Ramp Up Convergence Destination Endpoint -> Rx Port
Service Interruption Time Flow Statistics, client formula required

Test Variables

The items listed in the following table are test cases for convergence. You can apply each

variable to the test case set-up demonstrated above. By modifying a few parameters, you can

create multiple tests validating the device performance under different failure conditions.

Control Plane Variables
Variable

Change control plane
protocol

Description

Step 4: Change the control plane protocol being used in the
convergence test. The same test methodology also applies to BGP
routes convergence.

Change triggering
event

control plane protocol. Additionally, you can configure the event to
be a link up/down event, which does not require any control plane to
be configured.

Step 22: Change the event triggering convergence depending on the

Increase protocol
scale

Step 4: Increasing Ixia OSPF routers per-port, the number of route
ranges advertised, and/or number of routes per route range.
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Test Case: OSPF Routes Convergence Test

Data Plane Performance Variables

Performance
Variable

Description

Change Data Plane
Threshold

Steps 16: Manually change the data plane threshold setting to
change the Rx rate being monitored.

Change Frame Size

Steps 18/19: Manually change the frame size of the traffic from the
wizard, or dynamically from the traffic grid. Smaller frames typically
cause more trouble for switches/routers. So tests run with 64-byte
packets at a high frame rate yields worst case scenarios for
convergence tests.

Increase Traffic Rate

Steps 18/19: Manually increase the rate at which traffic is sent from
the wizard, or dynamically from the traffic grid.

Run test repeatedly

Steps 14-23: Automate all the convergence testing using the
IXNetwork Event Scheduler, and run the test repeatedly to validate
consistency in convergence times across multiple runs.

Troubleshooting and diagnostics

Issue

Can’t Ping from DUT

Troubleshooting Solution

Step 12: Check the Protocol Interface window and look for red
exclamation marks (!). If found, there is likely an IP address or
gateway mismatch.

Sessions won’t come
up

Step 15: Go back to the Test Configuration window and double
check the protocol configuration against the DUT. From the Test
Configuration window, turn on Control Plane Capture, then start
the Analyzer for a real-time sniffer decode between the Ixia port and
the DUT port.

Convergence
statistics values are
very high while
testing re-
convergence

Step 21/22/23: While testing re-convergence (that is, validating
convergence back from secondary to primary port (Preferred path
coming back up)), select the Clear CP/DP Stats to clear all the Ixia
hardware timestamps and get accurate convergence values. Failure
to do this selection yields high and incorrect convergence values.
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Test Case: BGP RIB-IN Convergence Test

Test Case: BGP RIB-IN Convergence Test

Overview

The Border Gateway Protocol (BGP) is widely used to distribute reachability information to
setup end-to-end IP services within and across AS boundaries. The ability of a router to restore
BGP states/sessions, converge routes, and services following an unplanned service disruption
is critical for service providers to ensure SLAs with confidence.

Draft-ietf-bmwg-bgp-basic-convergence defines several test cases to characterize BGP RIB
(routing information base) and FIB (forwarding information base) performance, including:

¢ RIB-IN Convergence

¢ RIB-OUT Convergence

o eBGP Convergence

e iBGP Convergence

¢ BGP Hard/Soft Reset Convergence

¢ BGP Routes Withdraw Convergence

o BGP Path Attribute Change Convergence
o BGP Graceful Restart Convergence

Objective

The RIB-IN convergence test is designed to measure the convergence time required to receive
and install BGP routes in Routing Information Base using BGP.
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Test Case: BGP RIB-IN Convergence Test

Setup

As defined in section 5.1.1 of draft-ietf-bmwg-bgp-basic-convergence, the definition of RIB-IN

convergence (a.k.a FIB convergence) is described as following:

R2 sends traffic toward BGP routes in AS 200

R1 advertises BGP routes at RCV-Rt-time

R1 receives traffic for BGP routes at DUT-XMT-Data-Time
RIB-IN Convergence time = DUT-XMT-Data-Time - RCV-Rt-time

I
Tester Portl .

Tester Port2

| |:A‘J

BGP routes | .: . |
| R2

AS 200 R1 E

----------------------------------------------

Figure 37. RIB-IN convergence test setup
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Test Case: BGP RIB-IN Convergence Test

Step-by-Step Instructions

The following instructions assist in creating a convergence test as shown in the Figure above. In
addition, you can use these instructions as a guide for building many other convergence test
scenarios.

1. Reserve two ports in IxNetwork.

i3 Port Selection =
| Chassis I{,‘JAdd Chassis o | Morew All ports Ports in configuration i} Add Offline Ports All ports |
Chassis/Card/Port Type Owner State Name Chassis/Card/Port Typ
- @ 10.200.134.42 ixos 6.50.954.4 ea-patchlv, protocol 7. 1 o @ fri 10.200.134.42:02:01 10/100/1000 Ba
» B Card 01 16 PORT 10/100/1000 LSM XMVDC16NG 2 @ R2 10.200.134.42:02:02 10/100/1000 Ba
- BB Card 02 16 PORT 10/100/1000 LSM XMV16
“ZPart 01 10/100/1000 Base T IxMetwork/STETSON |
\FPort 02 10/100/1000 Base T Ietwork/STETSQN | 47 PErEE
iPort 03 10/100/1000 Base T
@Port 04 10/100/1000 Base T
@ Port 05 10/100/1000 Base T
@ Port 06 10/100/1000 Base T
(Port 07 10/100/1000 Base T
(Port 08 10/100/1000 Base T
(@xPort 08 10/100/1000 Base T
(@xPort 10 10/100/1000 Base T
(@rPort 11 10/100/1000 Base T
(@¥Port 12 10/100/1000 Base T
GrPort 13 10/100/1000 Base T
GrPort 14 10/100/1000 Base T
GrPort 15 10/100/1000 Base T
GrPort 16 10/100/1000 Base T
» HE Card 03 16 PORT 10/100/1000 L5M XMV16
» HE Card 05 13 PORT 10/100/1000 ASM XMV12X
» HE Card 07 4 PORT 10/100/1000 LSM XMv4
» EE Card 08 3 PORT 10GE L5M XM3
» EE Card 09 4 PORT 10/100/1000 5Tx54-256MB
» B card 10 2 PORT ATM/POS 622 Multi-Rate-256MB
» B Card 11 4 PORT 10/100/1000 5Tx54-256MB
» B Card 12 4 PORT 10GE LSM XM4NGY
O [ 3 4 [ »

0K Cancel Help

Figure 38. Port Reservation
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Test Case: BGP RIB-IN Convergence Test

2. Rename the ports as R1 and R2 for easier use throughout IxNetwork.

% ﬁ 0 Ports

State Mame Connection Status MNegotiated Speed (Mbps)

n<‘§ Scenario 1 b [ R1
2 @ ||r2

ﬁ!ﬁ Chassis

~ A Protocols

I]l]ﬂ Overview

Figure 39. Port Naming
3. Click Home > Add Protocols.

File Home Automation Results / Reporis Views

1., Composer Script lgdfi}n q}‘ Dﬁ ::?7 5 2

.3 = . [ Capture
Protocols Al QuickTest 7 Add P-'d_F _Add Resource Test Clear
- ra Ports »| Protocols » | Traffic» QuickTests » Manager » Qptions =~ Statisbics -
Build Statistics

Figure 40. Protocol wizards

4. Run the BGP protocol wizard.

u-N Protocols Wizards

Select a'Wwizard Fun Wwizard |

= D Romingf;SWitching ’ ;
B ospF
=} OSPFv3

MSTP

LISP

Open-Flow
T D PLLSDP Ixia Port SUT

A enLs s e feetas s 22‘_’2,‘_2_,_2L4  aman

L3 VPN/GVPE Roes /

6PE .

Mutticast VPN :

MPLS-TP .
—-[Z1 Data Center

FabricPath 1515 Butes

TRILLISIS A

SPB ISIS WRoutes/Pont - O WPesss = 1

FCoE/FC Node WPoris =

# Connecled Inferfoce

DCBX -
Cloze I Help

Figure 41. BGP wizard
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Test Case: BGP RIB-IN Convergence Test

5. Select port R1 for BGP wizard configuration. Click Next to continue the configuration.

BGP[BGP+ Wizard - Port Select - Name [ x|

Ixia Port SuT

Pesr Typa - Internal  Local AS # - BS001 |
20.20.20.2124 e

2020201

PRoutesPoer = WPesrs = 1

#Forls = 1
* Comnecled inferfoce

Select Port(s) for Wizard Configuration
. Available
| Enable Port Description | Interface Type ‘ Start Range Interface Count
1 | [+ |R1-10/100/1000 Base T . Protocol Interface
2 b | R2 - 10/100/1000 Base T
Screen 1 of 5 < Back MNext > Cancel Help

Figure 42. BGP wizard #1
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6. Leave all parameters as default. Click Next to continue.

Test Case: BGP RIB-IN Convergence Test

BGP/BGP+ Wizard - Init - Name

Ixia Port

Peer Type = Intemal  Local A% # - B5001

20.20.20 2124

Rontus.
BG Pear
YLAN -
#Routes Puer = #Poses= 1§ -
WPoets - §
* Connected lnterfaze
r— Corfiguration Options

@ Configure Topology & Generate
" Import from File

Import File Type I j

File Name I

r Peer Topology

MNumber of Peers per port

i+ Corfigure BGP Peers over Connected Interfaces
i~ Corfigure BGP Peers over Unconnected Intefaces

PN 916-2636-01 Rev B

Figure 43. BGP wizard #2
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Test Case: BGP RIB-IN Convergence Test

7. Select Enable VLAN check box and enter relevant values. Similarly, enter appropriate value
for Emulated Peer IP Address. Click Next to continue.

BGP/BGP+ Wizard - Peers - Name E

Ixia Port SUT |

Pesr Type = Intemal  Local AS & - B50D1
?1 3311024

VLA - 100 N
#Rowtes Peer = O Wheers = 1

#Forls = 1
& Comected lnerfoce

— BGP Peers
—Iv Enable VLAN

Mumber Of YLANs Per Port I1 Router Distribution Cwer VLAN I j'
VLAN 1D IW'U‘ Increment By I'I

[T | Bepeat WiiaH Across Forts

IP Type |IPv4 v|
IGP Protocol I vl [ ptions |

IGP iz needed only if BGP Peers are configured on Unconnected Interfaces
For better performance in append mode, choose Mone, f all peers to be configured already exist.

— Connected Inteface Infomation
Emulated Peer IP Address Gateway Address
|21 3.31.1/24 |21 3312
Increment Per Router (Within WLAM) Increment Per WLAN
|u.u.+}.1 ||]-.ﬂ.1 0

Increment Per Port
I'I.'Ilﬂ.ﬂ' " | Cantinuous [ncrement Across Parts L

[~ Enable BFD Operation Mode I "I [0 pticts |

r Unconnected Interface Information

|P Address Increment per Router

Increment per Port
™| Continuous [ncrement Scross Ports

Screen & 3 of 5 < Back Next » Cancel | Hep |

Figure 44. BGP wizard #3
8. Enter appropriate values for BGP Type, Local AS Number Start, and Route Parameters
as depicted in the following image. Click Next.
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Test Case: BGP RIB-IN Convergence Test

BGP/BGP+ Wizard - Route Ranges - Name
Ixia Port suUT
Peer Type = Excternal  Local 45 # = 200 [ T
21.3.31.124 e 00201
Roume :
. \‘1_
. f
- _.'I
|
Rena |
.-'/;
VLAM - 100 X B
Roules/Poer = 1000 #Pesrs = 1 —

#Porls = 1

~ BGFP Specific Configuration

BGP Type |Eﬂemal :|'
Local AS Number Start I;—"m

Local AS Number Increment By |

~ Route Parameters
 Configure Routes Manually
v Advertise Routes

Mumber of routes per peer |1 000

First route Increment by {per peer)
|2‘211EE.1 0724 % |+11 00

—Configure Routes Imported from File

™ Internal peen send MED Yalue
™ &dvertise Best Foutes Dnly
™ | Mest Hop as-is From File

Maxdmum number of Routes per Opague Route Range I
Route Distibution Type I vl

Screen # 4 of 5 < Back Next > Cancel | Hep |

Figure 45. BGP wizard #4
9. Provide a name for this wizard. Click Generate and Overwrite Existing Configuration.
Click Finish.
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Test Case: BGP RIB-IN Convergence Test

Ixia Port suT
Paar Type - Exctemnal  Local A5 # - 3?03 s oo
TEFIR e =
R,
[
BGP Pesr v
YLAN = 100 .
Routes Peer = 1000 #Pesss= 1
#Forts = 1
* Connected Interfoce
BGP
™ Save Wizard Corfig, But Do Not Generste on Ports
" Generate and Append to Bxisting Corfiguration
[ %' Generate and Overwrite Existing Corfiguration
% ™ Generate and Owverwrite Al Protocol Configurations
(WARNING : This will clear the intefface corfigurations alsa)

Screen# 5 of 5 < Back I Finish I Cancel Help

Figure 46. BGP wizard #5
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Test Case: BGP RIB-IN Convergence Test

10. Click Protocols to start up all protocol emulation.

Views Configuration

Home Automation Results / Reports
AT G Start BGP
@@ ¢ = ‘ 3
il B stop sGP .
Add Grid

Protocols | BGP BGP Traffic
= - Actions~ Group ID Protocols » Operations ~
Build Selected Grid

€ o {2 D protacols ¢ D BGP/BGP+
Diyam  Ports | PutPesrs | IPuBPesrs | User Defined AFUSAFI || User Defned AFUSAFI Routes | RoutRanges | Opague Rouie Rangs
Mumber of IPvE

‘ Number of IPv4 Peers ‘
Peers
1 0

Actions

I]I]ﬂ Overview

n@ Scenario
Port Protocol State

- 0 Parts 1
ﬁ!t Chassis

~ B Protocols
3 @ Protocol Interfaces
~ ) BGP/BGP+
v B ra

» 6B static

- G Traffic
b O 12-3 Traffic Items
24 12-3 Flow Groups

(7 Impairments
4 QuickTests

*}b Captures

Figure 47. Start BGP protocol

11. Verify that the BGP session is up and running.

I\Rouie Range ( Advanced } Flapping j AS Path /

| Port CPU Statistics Port Statistics BGP Aggregated Statistics Global Protocol Statistics

| @ | select views...
0 0

ession Flap Count |Idle State Count |Connect State Count |Active State Count |OpenSent State Count 0]

0

| Sess. Configured |Sess. Up

|Port Name
1 1 0 0

Stat Name
b 1 10.200,134.42/Card02/Port0l R1

Figure 48. Verify BGP sessions
12. Follow steps 16, 17, and 18 in OSPF convergence test case to enable TrueView
convergence measurement in traffic option.
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Test Case: BGP RIB-IN Convergence Test

13. Follow steps 19 through 30 in OSPF convergence test case to build up the test traffic. The
source end point is the Connected IP interface of emulated R2 and the destination end point
is the advertised BGP route range of emulated R1.

ixN Advanced Traffic Wizard

— Traffic Item =——
Packet [ QoS

&

=— Spurce |/ Destination Endpoints

I[=] E3

AR TR N TN

Traffic Name  |To BGP Traffic Group ID Filters |None selected
D % Flow Group Setup
E: LS auiacy Pvd Source | |Al | TR Destination | | Al -~ P& A
Frame Setup B B
Lty —— Traffic Mesh Select Multiple Ports - Select Multiple Ports ~
Rate Setup Source/Dest.  |One - One - v All Ports » All Ports
D BGP Route Ranges
Flow Tracking B o - One h Interfaces v [v] BGP
Bi-Directional » [1R1 v [¥] BGP Peers
Protocol Behaviors "] | BGP Peer R -21.3.31.2
Allow Self-Destined v v SErRangs

v
Preview

y—

Validate

Interfaces
v Connected - 20,3.32.2/24 - 100...
Connected - 20.3.32,.2/24 - ...

v [¥] BGP Neighbor21,3.31,2-21..
v [v] Route Ranges
23,22,1.0/24/1000

Rﬁ%‘@m@

» ] Interfaces

» [JR2

v T UG 2 22 31231371
[ ucon-2.2.2.2/32 - 123:137 -...
v [[] Connected - Protocolinterface - ...
[] connected - Protocolinterfa. ..

G B % — Endp Sets
Number of hosts per Route 1 Encapsulation Source Endpoints | Destination Endpoints | Traffic Groups
b | ¥ Name: EndpointSet-1
| Merge Destination Ranges 1 Ethernet I1.IPv4 1 Endpoints 1 Endpaints None selected
Uncheck this option to test overlapping v Name: EndpointSet-2
VPN addresses 2 <Mew > <Mew > <MNew > None selected
Max # of VPN Label Stack 2
MNext Finish Cancel Help
Figure 49. Traffic wizard config

14. View the traffic statistics (navigate to L2-3 Traffic ltems > Traffic ltem Statistics).

a. View the aggregated Traffic Item Statistics. This view is an aggregated traffic
statistics view, per traffic item, and reports real-time loss, latency, and rate statistics
for all ports in the traffic Iltem. This view does not include any convergence statistics.

b. Ensure that the DUT is not dropping packets with the configured traffic load before

convergence measurement. If the packet loss is observed, reduce the traffic loading

until no packet loss.

v X Traffic | @ | SelectViews. | PortCU Statistic

Port Statistics ~ BGP Aggreqated Statistics  Global Protocol Statistics ~ L2.L3 Test Summary Statistics ~ User Defined Statistics
L3 Trafic tems Traffic item ‘TxFrames |RxFrames |FramesDe\ta Loss%  [TFrame Rate ‘RXFrameRate ‘RxB‘,‘tes ‘TxRate{Bps,n ‘RxRaie[Bps) ‘TxRate{hps; (bps)
23 Flon Groups 1 i Tok@ 240,159 2407158 i 0000 4520000 45,200,000 631,061,080 11,694240... 11775400, 82753920, 94,203,240,
) Impairments
Figure 50. No traffic loss validation

Traffic ltem Statistics
(Kb
975390 4203

15. In the left pane, click BGP/BGP+. Click the RouteRanges tab. Clear the Enable check box

to disable the route range.
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Test Case: BGP RIB-IN Convergence Test

[ Overview € o X D protocols + FB BGP/BGP+ EEE—
Diagram | Poris | Pé Peers | IPu Peers | User Defined AFUSAFI | User Deined AFUSAFI Rouies|  RouteRanges |quue Aouts Ranges | MPLS RousRanges | VRF Ranges | VPN RoussRang
..... ’\g Scenanc To change number of Route Fanges. select 1Pvd/IPvE Peers' tab, and enter number in Mo, of RouteR angss' field
- 9 Ports
ﬁ!HChﬂSSIS Neighbor I Fnahle. 1IPType| First Route Last Route ‘ Mask Width |Ma.skwmhm Mumber of Routes ‘ Step |
u @ s 1 r Pvd 232210 24 24 1,000 1
3
- BGP/BGP+
» :; R1
b €D static
» 24 Traffic
b 24 L2-3 Traffic [tems
2¢ L2-3 Flow Groups
({D Impairments
4 QuickTests
#h Captures
Figure 51. Uncheck BGP route range
16. Clear all traffic statistics before convergence measurement.
@H_'lE‘H'ﬂ'ﬁ'ﬁ'hl'@xﬂgl_f,;H Protocols Tools
File Home Automati¢ 2 Clear All Statistics i
a .5‘:'(“"-:?3 <2 Clear Traffic/Ports Statistics
] | P/DP isti
Protoools  BGP BGP Traf &2 Clear CP/DP Convergence Statistics
v v AdionsT Groupl 5 ciear Protocols Statistics
Actions . . —
Bccess S AUt JCE MextGen Statistics
. Protocols * BGP/BGP+ ©
gﬂﬂ Overview < Q 3 @ sce/ece-
Diagram | Ports | 1Pv Pears | 1Pv6 Peers | User Detined AFUSAFI | User
o5 Scenario
To change number of Route A anges, select 1PvA4/IPVE Peers' lab, and ent
- KA Dok
Figure 52.  Clear all statistics
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Test Case: BGP RIB-IN Convergence Test

17. Drill-down from the aggregated Traffic Item View to the User-defined Statistics view.

a. Drill-down by Dest. Endpoint (right-click menu option from a selected traffic item.
This is an aggregated view per advertised destination endpoint. This view contains:
CP/DP convergence time (equivalent to RIB-IN convergence)
DP/DP convergence time (no valid in this test configuration)
There is no occurrence of event triggering convergence. So ignore the values here.
Note: The drill-down options per Traffic ltem depend on the tracking options selected
for that Traffic Iltem during configuration.
| @ || Select Views... | Port CPU Statistics Port Statistics BGP Aggregated Statistics Global Protocol Statistics L2-L3 Test Summary Statistics
Traffic Item |Tx Frames |Rx Frames |Fran1es Delta |Loss %o |Tx Frame Rate |Rx Frame Rate |Rx Bytes Tx Rate (Bps) |Rx Rate (Bps) |Tx Rate
vo1] To BGPI 11 nss 48n N 11n58,450 100,000 45,290,000 0,000 0 11,594,240.... 0,000 92,753
| Drill dowen per Dest Endpoint
Show Al Filtered Flows
Drill Down per Rx Port
Customize,..
Edit Filter Selection
Edit Statistics Designer
Hide wiew
Show k
UnPin
Undock
| @ || Select Views.. Port CPU Statistics Port Statistics BGP Aggregated Statistics Global Protocol Statistics L2-L3 Test Summary Statistics User Defined Statistics
@ Traffic Item DestEndpaint
Dest Endpaint | T Frames |R:(I rames |I rames Delta |I 055 % |1x| rame Rate |Rx| rame Rate |R:( Bytes |I)I‘_."IJI‘ Convergence Time (us) || CP/DP Convergence Time (us)
1 [ EERET 22,922,392 0 22,922,392 100,000 45,290,000 0,000 1] 0 1]
Figure 53. Drill-down view (user-defined statistics) per Dest. Endpoint
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Test Case: BGP RIB-IN Convergence Test

18. In the left pane, click BGP/BGP+. Click the RouteRanges tab. Advertise the 1000 BGP

routes by selecting the enable box. Expect the 1000 routes to be installed in DUT and traffic
forwarded by DUT.

3 < Protocals €8 BGR/BGR+
|:|[||] Owerview a @ @
Diagram | Ports | 1Pvé Peors | IPv6 Peers | User Doined AFUSAFI | User Deined AFUSAF Routes | RouteRanges | Cpague Route Ranges | MPLS RousRanges | VRF Ranges | VPN RouteF
Wg Scenario
To change number of Route R anges, select '|Pwd/PvE Peers' tab, and enter number in ‘Mo, of RouteRanges' fisld
- O Ports
ﬁiﬁ (Tieest Neighbor Enable | IP Type | First Route Last Route | Mask Width | Mask Width To Number of Routes | Step ‘
I'I—'I
1 |v IPvd 23.221.0 24 24 1,000 1
~ B Protocols I—I

3 @ Protocel Interfaces
~+ & BGP/BGP+
(3 EE R1 Running

3 @ Static

— T Teafn-

Route Range / Advanced j\ Flapping j, AS Path /

Figure 54. Advertise BGP routes
19. Select traffic item to analyze the traffic forwarded by DUT. Now the routes are installed in
RIB. The DUT starts forward packets. Scroll to CP/DP convergence time in Dest Endpoint
drilldown view. You must observe 155.618ms RIB-IN convergence time. By the definition of
draft-ietf-bomwg-bgp-basic-convergence, RIB-IN convergence (also known as, FIB
convergence) = CP/DP convergence in IxXNetwork TrueView convergence measurement.

| @ || Select Views... | Port CPU Statistics Port Statistics BGP Aggregated Statistics Global Protocol Statistics L2-L3 Test Summary Statistics User Defined Statistics
& oo [-][®]
Dest Endpoint | Tx Frames |Rx Frames |Frames Delta |Loss % Tx Frame Rate |Rx Frame Rate |Rx Bytes DF/DP Convergence Time (us) || CF/DP Convergence Time (us) |l
b 122,168,111 3,810,072 2,545,535 1,264,537 33.189 45,290,000 45,290,000 661,839,100 14,091,742 155,618 |1

Figure 55. RIB-IN convergence
20. Optionally, user can repeat the RIB-IN convergence measurement by withdrawing the BGP

routes at R1 router, clear CP/DP statistics as illustrated in the following figure, and then
repeat the steps 17 and 18.

IxNetwork [eBGP_RIB-IN.ixncfg]

SOEE-&-%- D:@),.,‘-I:IE\‘,F

Protoc ols
ﬂ Home Automatic &/ Clear All Statistics Iration

_;‘(3'(“" &2 Clear Traffic/Ports Statistics j
i I
- _ _l & Clear CP/DP Convergence Statistics | "
Protocols BGP BGP raf Grid
) i Actions ™ GrOUPl 5 Clear Protocals Statistics U
Actions Brid
Protocols BGP/BGP+
ﬂﬂﬂ Overview < m @ @ 4
Diogram | Ports | Pk Pesrs | PG Peers | User Defned AFUSAFI | User Defned AFUSAF| Roues  RouteRanges | Opegue Rout Ranges | MPLS RoueRanges | VRF Ranges | VPN Rous
l(g Scenario
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Figure 56. Clear CP/DP convergence statistics
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Test Case: BGP RIB-IN Convergence Test

Result Analysis

It is highly recommended to take multiple measurements and observe the average value and
deviation. IxNetwork Test Composer is ideal for automating such iterated tasks. For example,
the following results were automated in Test Composer with average convergence time and
deviation:

Iteration FIB/RIB In Convergence (ms

1 286.0
2 293.0
3 289.0
4 245.0
5 267.0
Average 276.8
Deviation 15.0

Test Variables

As recommended by draft-ietf-bmwg-bgp-basic-convergence, vary the size of advertised routes
in order to fully characterize DUT’s FIB convergence performance
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