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802.11ac Wi-Fi Benchmarking

How to Read this Book

The book is structured as several standalone sections that discuss test methodologies by type.
Every section starts by introducing the reader to relevant information from a technology and
testing perspective.

Each test case has the following organization structure:

Overview Provides background information specific to the test
case.

Objective Describes the goal of the test.

Setup An illustration of the test configuration highlighting the

test ports, simulated elements and other details.

Step-by-Step Instructions Detailed configuration procedures using Ixia test
equipment and applications.

Test Variables A summary of the key test parameters that affect the
test’s performance and scale. These can be modified to
construct other tests.

Results Analysis Provides the background useful for test result analysis,
explaining the metrics and providing examples of
expected results.

Troubleshooting and Provides guidance on how to troubleshoot common
Diagnostics issues.
Conclusions Summarizes the result of the test.

Typographic Conventions
In this document, the following conventions are used to indicate items that are selected or typed
by you:

¢ Bold items are those that you select or click on. It is also used to indicate text found on
the current GUI screen.

o ltalicized items are those that you type.

PN 915-2634-01-1071 Rev D vii



802.11ac Wi-Fi Benchmarking

Dear Reader

Ixia’s Black Books include a number of IP and wireless test methodologies that will help you become
familiar with new technologies and the key testing issues associated with them.

The Black Books can be considered primers on technology and testing. They include test methodologies
that can be used to verify device and system functionality and performance. The methodologies are
universally applicable to any test equipment. Step-by-step instructions using Ixia’s test platform and
applications are used to demonstrate the test methodology.

This tenth edition of the black books includes twenty two volumes covering some key technologies and
test methodologies:

Volume 1 — Higher Speed Ethernet Volume 12 — IPv6 Transition Technologies
Volume 2 — QoS Validation Volume 13 — Video over IP

Volume 3 — Advanced MPLS Volume 14 — Network Security

Volume 4 — LTE Evolved Packet Core Volume 15 — MPLS-TP

Volume 5 — Application Delivery Volume 16 — Ultra Low Latency (ULL) Testing
Volume 6 — Voice over IP Volume 17 — Impairments

Volume 7 — Converged Data Center Volume 18 — LTE Access

Volume 8 — Test Automation Volume 19 — 802.11ac Wi-Fi Benchmarking
Volume 9 — Converged Network Adapters Volume 20 — SDN/OpenFlow

Volume 10 — Carrier Ethernet Volume 21 — Network Convergence Testing
Volume 11 — Ethernet Synchronization Volume 22 — Testing Contact Centers

A soft copy of each of the chapters of the books and the associated test configurations are available on
Ixia's website.

At Ixia, we know that the networking industry is constantly moving; we aim to be your technology partner
through these ebbs and flows. We hope this Black Book series provides valuable insight into the evolution
of our industry as it applies to test and measurement. Keep testing hard.

Bethany Mayer, Ixia President and CEO
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802.11ac Wi-Fi

Benchmarking
Test Methodologies

This 802.11ac Wi-Fi benchmark testing booklet provides several examples with detailed steps
showing an IxVeriwWave user how to utilize Ixia IxVeriwave application to achieve
comprehensive performance test analysis for 802.11ac access points.
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Introduction to 802.11ac Performance Testing

Introduction

There are high expectations surrounding the newly introduced IEEE 802.11ac standard (still in
the draft form as of the date of publishing this Black Book). The initial IEEE 802.11ac technology
is based on the tried and tested 802.11n MAC and radio, but provides at least four times the
bandwidth. Future chipset developments are expected to raise access point (AP) capacity to
multi-gigabit levels. The subsequent generation of IEEE 802.11ac technologies plans to roll out
multi-user multiple-input multiple-output (MU-MIMO) capabilities that can actually allow up to 4
clients to communicate simultaneously with an AP, without interfering with each other.

The IEEE 802.11ac Working Group has introduced an additional 350 pages of specifications
into the already enormous IEEE 802.11 base standard. The task of the QA engineer is to figure
out how well the IEEE 802.11ac AP performs, but this can be an overwhelming challenge. This
document shows you how to figure out which IEEE 802.11ac capabilities and features matter
most, and how you can quickly verify that your product delivers the capabilities/features
conforming to these standards.

IEEE 802.11ac Technology and Benefits

In its initial form, IEEE 802.11ac is best described as a faster and more scalable version of IEEE
802.11n. It builds on existing IEEE 802.11a/g OFDM (orthogonal frequency-division
multiplexing) modulation and IEEE 802.11n MIMO technology, adding new features to provide a
new level of functionality and performance together with unprecedented wireless bandwidth. In
particular, wireless LAN clients using streaming video will see significant gains in performance,
as many more independent video streams can be supported by an IEEE 802.11ac AP. Even
non-video clients will see substantial benefits in terms of application response times and
reduced network congestion.

Significant new features added in IEEE 802.11ac are:

e 80 MHz channel bandwidth. This doubles the available bandwidth as compared to the
IEEE 802.11n. Future chipsets support 160 MHz channel bandwidth, doubling the
capacity yet again.

e MIMO support for up to 8 spatial streams using 8 antennas. This further doubles
bandwidth compared to IEEE 802.11n.

e 256 QAM modulation capability, offering a 33% increase in bandwidth over the IEEE
802.11n.

e Standardized beam-forming, sounding, and feedback, which makes beam-forming
practical by ensuring interoperability across vendors. This substantially improves range
and interference resistance.
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e Coexistence mechanisms to prevent interference with legacy devices due to the wider

channels.
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WLAN Capacity Progression

A key departure from IEEE 802.11n is that IEEE 802.11ac is defined to allow operation on only
the 5 GHz band. Operation on 2.4 GHz is not permitted.
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The following table outlines the primary differences between IEEE 802.11n and IEEE 802.11ac.

Attribute

Channel Bandwidths

IEEE 802.11n

20/40 MHz

IEEE 802.11ac

20/40/80/160 MHz

MIMO Support

Up to 4 streams

Up to 8 streams

Modulation BPSK/QPSK/16- BPSK/QPSK/16-QAM/64-
QAM/64-QAM QAM/256-QAM

Max PHY Rate 600 Mb/s 6933 Mb/s

Operating Bands 2.4 GHz and 5 GHz 5 GHz only

Maximum MAC Frame Size | 8000 bytes 11500 bytes

A-MPDUs Optional Mandatory

Maximum A-MPDU Size 65535 bytes 1048575 bytes

Beamforming

Supported but not
standardized

Standardized

STBC

Many modes & options

Minimized in favor of

beamforming

The clear benefit of IEEE 802.11ac over existing IEEE 802.11n is higher bandwidth at similar
range. The first wave of IEEE 802.11ac, with fairly straightforward 2x2 MIMO systems (typical of
a laptop connecting to an AP), supports peak PHY bandwidths of up to 867 Mb/s; in practice,
700 Mb/s might be usable. Even with devices supporting a single spatial stream at moderate
ranges, 250 Mb/s transfer rates are not unreasonable. With improved beam-forming and
sounding capabilities the APs with 4 or more antennas can considerably enhance the operating
range.

The ultimate capacity of IEEE 802.11ac is a stratospheric peak PHY bandwidth of 6933 Mb/s,
but this requires 8 antennas, enormous 160 MHz channel bandwidths, and excellent signal to
noise ratios, thus very short ranges. This is unlikely to be the norm, at least for some years to
come. A more realistic case is an AP with 4 antennas using a 160 MHz channel, which can
practically support a peak PHY bandwidth of 3467 Mb/s, translating to a sustained usable data
rate aggregated over all the clients of about 3 Gb/s.

The second generation of IEEE 802.11ac is expected to introduce multiuser MIMO (MU-MIMO)
capabilities that are a significant step towards true "wireless switching," but this is unlikely to
become feasible for some time, and in any case is not yet defined within the IEEE 802.11ac
draft standard as of the date of publishing this black book.
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Test Challenges of IEEE 802.11ac

Chipset and system designs around a new standard are prone to issues related to support of
legacy standards for backwards compatibility, and implementation of the new standard.
Performance and functionality cannot be assured by design only. To meet the demanding
requirements of 802.11ac, the components and drivers have been substantially changed from
earlier chipset designs. This means that the verification of all features, modes and functions set
forth by the both 802.11a/b/g and 802.11n sections of the standard must be performed on the
access point and associated WLAN controller.

The three most important questions to be answered about IEEE 802.11ac are:

e Are you actually getting the capacity increase that you expect from the new IEEE
802.11ac APs?

e Can your IEEE 802.11ac AP interwork with previous IEEE 802.11n and IEEE
802.11a/b/g/n clients?

e Can the theoretical data rate increase actually benefit client devices?

Clearly, the most significant reason to adopt IEEE 802.11ac is the substantial increase in AP
bandwidth capacity. Therefore, it is essential to verify that the AP does in fact support the rated
bandwidth, as close to the theoretical maximum as possible, under all expected circumstances.
This can only be done by running exhaustive benchmark tests that measure the throughput and
forwarding rate of the system (APs and WLAN controllers) under different conditions, such as
frame sizes, and numbers of clients. Further, these tests should be performed with different
types of traffic (like upstream, downstream, UDP, TCP).

To make the leap to the new technology, customers must be confident that current network
performance will not be compromised, while still supporting a definite performance gain that is
worth the cost and risk of changeover. Thus it is necessary to verify that IEEE 802.11ac APs
work flawlessly in IEEE 802.11a/b/g/n legacy modes, without destroying the performance of
either the legacy or new IEEE 802.11ac devices. The supersized channel bandwidths employed
by IEEE 802.11ac (80 MHz and up) means that complex radio resource management (RRM)
algorithms, dynamic channel assignment, and transmit power control have to be employed by
the APs and WLAN controllers to prevent co-channel and adjacent channel interference with the
legacy devices that are not aware of the IEEE 802.11ac system.

Verification of legacy interoperability is critical. This must be done by testing the APs against
mixes of IEEE 802.11ac and IEEE 802.11b, IEEE 802.11a/b/g and IEEE 802.11n clients. For
each mix, throughput tests need to be performed and the results checked to ensure that the
legacy clients do not impact IEEE 802.11ac throughput and vice versa.

Assuring that the IEEE 802.11ac APs will live up to the promise of improved user experience
makes the testing process complex. A properly functioning radio and MAC only ensures that the
air interface works correctly; however, the user experience is determined by the end-to-end
performance in multiple dimensions, such as, end-to-end latency, QoS, and multi-client support.
These are determined by not just the air interface but also the internal AP and WLAN controller
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data paths and switching fabrics, in addition to the traffic management and prioritization
firmware. The test strategy needs to take all these factors into account.

Tests should therefore be performed to quantify throughput, forwarding rate and latency with
many clients (up to the rated capacity of the APs); often, AP throughput is found to be stellar
with a single client but drops off rapidly when a large number of clients are associated with the
APs. Finally, QoS testing is the key, particularly for VolP and video traffic.

Test Approaches

Specific test approaches need to be taken during development and QA testing to verify that
IEEE 802.11ac devices are “enterprise-ready.” These tests are performed to verify that:

e The speed and range enhancements of IEEE 802.11ac are delivered by the APs

e The newly developed IEEE 802.11ac APs are robust and interwork correctly with WLAN
controllers

e The IEEE 802.11ac APs work flawlessly in IEEE 802.11a/b/g/n legacy modes

Functional verification and performance benchmarking are critical test requirements for any
IEEE 802.11ac equipment. The important elements that need to be tested and verified for
optimum functioning and performance of IEEE 802.11ac equipment are:

e Connectivity with 802.11ac APs in both VHT (Very High Throughput) and legacy modes
¢ Quantifying performance gains from VHT modes under different channel models
¢ Verifying performance under legacy interworking and coexistence conditions

Once the basic operation is verified, the system under test should be subjected to benchmark
testing. Industry-standard methods such as RFC 2544 provide a simple methodology for
benchmarking performance of the network equipment. These test plans can start small but grow
to encompass every combination of features desired. The usual progression is to establish
baseline performance metrics in the areas of Frame Loss, Throughput, and Latency with
different frame sizes (typically 64 bytes, 512 bytes and 1518 bytes) using one client. Then a
Maximum Client Capacity test is performed using 64 byte frame lengths. The logs and
configuration settings recorded during these tests can be used for duplicating and analyzing
problems found.

More exhaustive benchmarking is typically pursued after establishing initial baselines. Such
tests include testing for:

e Forwarding Rate and Frame Loss with one client at every frame length from 64 to 1518
bytes, inclusive

¢ Forwarding Rate and Frame Loss with one client at every PHY rate, using 64 byte frame
lengths

o Forwarding Rate and Frame Loss with multiple clients using each security/encryption
type

e Latency with multiple clients, measured with different frame lengths and security modes
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¢ Throughput with one client at every frame length from 64 to 1518 bytes, inclusive
e Throughput with one client at every PHY rate, using 64 byte frame lengths

e Throughput with multiple clients using each security/encryption type

¢ TCP Goodput with multiple clients at different frame lengths and security modes
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Test Case: Packet Loss Benchmark Test

Overview

The packet loss test measures the rate at which frames are dropped, as well as the rate at
which they are forwarded by the system under test (SUT) when presented with specific traffic
loads and frame sizes. See Figure 1 below for details on the test setup used for the following
tests.

The results of this test can be used to characterize the SUT behavior over a wide range of
traffic, rather than obtain a single performance number. This test can be performed using frame
size and intended load sweeps to fully exercise the SUT with all combinations of traffic loads.

Objective

The objective of this test is to determine the count of frame / packet loss and the percentage of
maximum theoretical traffic load the DUT can forward under a variety of conditions. This test
quickly identifies the performance weakness in the frame processing engine of the DUT with a
wide variety of features.

This test is the most robust benchmark test that can be performed and is therefore performed
first. It is important to perform this test before performing a throughput test. It is not uncommon
to have an AP have relatively high measured forwarding rates, but throughput measurements of
zero. This condition commonly occurs when there is a consistent, but low percentage of packet
loss. This situation is particularly common with early generations of hardware that often lose the
first few packets of every test.
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Test Case: Packet Loss Benchmark Test

Setup

As shown in Figure 1 below, the test consists of a DUT, acting as an access point, and two Ixia
test ports.

The 802.11 Ixia test port emulates up to 500 stateful Wi-Fi clients sending and receiving traffic
from the wireless interface on the DUT. The other Ixia port emulates servers on the Ethernet
network that source and sink the traffic from the Wi-Fi clients.

11ac Multi-stream

N Access Point
.. [ in Shielded Enclosure

Ethernet

IxVeriWave
WBW3601 Test System

Figure 1. Test Setup

In the test setup above the DUT is placed in an isolation chamber to ensure that external signals
do not affect test results. By connecting the AP to the test chassis with RF cables and
enclosing the AP in an RF isolation chamber, you can be sure that other devices using the
same frequencies do not affect the test results.

Benchmark Tests

All of the following tests are performed using the Benchmark Test Suite of the IxVeriWave
WaveApps test application. This test suite contains all the test methodologies to baseline an
access point performance.

Step-by-step Instructions — Forwarding Rate and Packet Loss Test

Follow the step-by-step instructions to create a forwarding rate and packet loss benchmark test.
In addition, you can use the steps below as a guide for building many other layer 2/3 WLAN
benchmark tests scenarios.
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Select Packet Loss Test Suite and start test configuration.

File Ophms Help

EIE @.

System Under Test

Select the Packet Loss Application
Suite and start the Test Configuration

Roaming Service Qualty ] “““‘""’ |

Latency Per Hop L

Aggregate Latency

Throughput Per Hop

Aggregate Thoughput test alows you to present the system under test (SUT) with an intended load (ILQAD) and measure the time thal it takes for frames to be forwarded through the SUT {atency). i you have muliple clents, the

Max. Forwardng Rate Per H. ILOF\Dnd'mdedevmb'bdvnmh:hismM:nnhSUT For accurate lstency the ILOAD must be ot a level that produces no frame loss, Use the throughput test to detemmine the mepdmum ILOAD that can be:
achieved wthout frame loss.

the aival time of a packet at the nd the\me the packet was sent at the source port. Wave Test alocates each aniving packet into one of sateen dfferent ‘Istency
hdma M\mmwmumummwmnmnmmm ing packets are placed i the Last latency bucket for which ther latency value does not exceed the latency bucket

boundary. In this way 3 destribution of latency times can be measured.
St ot Cortipmaion]

Figure 2. Application Suite Selection
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Test Case: Packet Loss Benchmark Test

Figure 3. Connect to the test chassis and select the port to use for following tests.

Note: When scanning for channels the scan stops at the lowest channel that has an active
signal on it. If the channel detected is not the channel desired for the test enter the band and
channel using the drop down menus at the right, then click the Scan BSSISs button to obtain
the desired BSSID/SSID.

g Froperties

b:-. "’c‘;‘:f""“‘fl"“‘*'“""""'”’""‘"‘“‘""*‘”‘”""‘""“ 1) Enferthe IP address of the chassis /m
File Options Help
s and click the Connect Button.
Chassia

o S s 15216811 I = _. Mae - [152.168.1.1_card?_port
Type Band/Channe! Mode

Chassis
=3 2
Eip Pods
i

=) 7| “olow AF's Bandwidth
z “JI'“\ Ot B3 152.168.1.1_card2 pod1 802110c 5GHz/153 TEA "
>
; Tos 3} scan Channels to determine SSID
7
PG Mapping [
Ty [ Scan BSSIDs
: BSSID SSID
1 20e52a01:d6.2 (0.dBm) bia_NG-5G
2
3
2) Select Ports, one Ethermet, one WiFi a
c
o V] High Perdomance
7] Include HW le in download
WaveEngine: User manualy aborted the test
Analysis and Resuts Thank you for using VieriWave (hitp=//vwww veriwave com)

Figure 3 Port Selection
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Test Case: Packet Loss Benchmark Test

Figure 4. Create and name the clients. Click the Clients button on the left navigation
panel. Click on the “+” to create a client group. Type the name in the “Name” box and
select the interface type from the drop down menu. Select the Wi-Fi port and configure

the client as shown below.
1) Create and name the WiFi and Ethemnet ports and select
the corect Interface (11ac)

Add Mulpie Grocps
G bo sdded d e | (484 Duphenn

NETGEARSZES

2) Click on the 802.11 Client
Options Tab.

B Gos Deatle ]

3} Select: 802.11ac client type, 80 MHz bandwidth, MCS of

2, Short Gl, and Enable AMPDU aggregation. Match the
number of spatial streams on the AP (usuadlly 3).

Dtected koo oy Foves <E355 10 sbert oot

Figure 4. Client Characteristics
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Test Case: Packet Loss Benchmark Test

Figure 5. Click the Test Setup button and select the Packet Loss Properties tab.
Specify the frame size and frame rates that you want to use to run a packet loss test.

It is recommended to use minimum, typical, and maximum length frames in order to test the
maximum frame rate that the AP must handle. Short frames test the maximum frame rate and
long frames test the maximum bit rate.

B e st S e s
- — - e — —

File Options Help

F=HOK

[ Test Setupy | Packet Loss Properes |

Application Sutes | et L Ve
Setup Defanit ) Incr. Step @ Custom @ Ao
k] Ports e —— hech)
s | 64.512,1518 bytes + L
- Eg. 64, 88, 25, 520, 658, 1000, 1523, 1816, 2200
'/‘:‘h Clients
'-\_d.rj
T | intended Load List
- @ Custom Intended Load List Increment Step Intended Load List
! Test
,1-1' 30000 Fps
wmf_'*-.;, Mapping Eg. 64, 88,235, 520, 658, 1000, 1523, 1816, 2200

Enter short and long Frame Sizes and the
related traffic rates.

Figure 5. Test Parameters
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Figure 6. Click the Mapping button and select the Mapping Option Wireless to
Ethernet to perform an upstream packet loss and forwarding rate test.

¥ test_unicast_packet_loss.wml - Benchmark : Packet Loss - WaveApps
File Opticns Help

1—%

Application Sutes: I Wirelass To Ethemet
Setup Force 140+1 clent mapping
D) Fota
3 . To
,”,U".h“ —

Select Wireless to Ethernet and
click on the start button.

Figure 6. Mapping Options

Click the start button to start the Packet Loss test. The status window shows the progress of
the test.

T——
B¢ trame._loss.wmi - Benchmark : Packet Loss - WaveAp) T ————

File Options Help
1=K |

| OJ

(- (O

Test Log

Application Suites
Setup

Conpleted: Forwarding rate for 512 byte frames is 7021.9 (or 28.8H bitsesec)
Analysis and Results

Completed: Frame Loss Rate is 76.58%

Texlog DUT/SUT recovery time. waiting 5.0 seconds
DUT/SUT recovery time, waiting 4 0 seconds

DUT-SUT recovery time, waiting 3.0 seconds

= DUT/SUT recovery time, waiting 2.0 seconds
Iy DUT-SUT recovery time, waiting 0.9 seconds
i@ Results DUT/SUT recovery time, waiting 0 0 seconds

Trial 1: Transmitting 1518 byte frames at 30.0kpkts/sec

Conpleted: Forwvarding rate for 1518 byte frames is 6013.9 (or 73 .04 bits<sec)

Completed: Frame Loss Rate is 79.94%

DUT/SUT recovery time, waiting 5.0 seconds
DUT-SUT recovery time, waiting 4 0 seconds
DUT/SUT recovery time, waiting 3.0 seconds
DUT-SUT recovery time, waiting 2.0 seconds
DUT/SUT recovery time, waiting 0.9 seconds
DUT/SUT recovery time, waiting 0 0 seconds

Completed: Report C:\Usersfhall“VeriWsve-Waveipps-Results~20121120-092140“Report_unicast_packet_loss pdf genersted.

Thank you for using Verilave (http:/ www veriwave.com)

Completed: Report C:\Users fhall\VeriWave'\Wave Apps' Results\20121 120032148\ Report_unicast_packet_loss pdf genersted
Thank you for using VeriWave (http://www.verwave.com)
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Test Case: Packet Loss Benchmark Test

The following test results will show on the screen at the conclusion of a test. The results report

is a .pdf file that can be found in the directory specified on the Test/Advanced Test Parameters
page. See Figure 7 below:

File Options Help
FI=HoX |
h
| (O

[ Test Setup Latency Properties

Applcation Sutes
Setup Tast Paramelers Adwvanced Test Parametars
1‘_5 Pors SUT Information
Fr WLAN Switch Model :
:\uﬁ-{\: Charts WLAN Swich SW Version Specify the location where test
LA results are saved.
— AP Model :
| st
'S AP SW Version :
al
!’T'“"‘n Mapping
i ; Logs And Results
Log Directorny :

C\Users'fhal\WenWave \WaveApps'\Results

T PO T TS SU0 DY
¥ Add Timestamp Directory
] Generate Report

"] Conwvert Log To PCAP Format

Figure 7. Specify Location for Results Directory
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Forwarding Rate with 30000.0 pkts/sec offered
= Offered Load
== orwarding Rate
------ Medium Capacity

300000.0 FPSH

.
250000.0 FPSH
200000.0 FPSH
150000.0 FPS- o
100000.0 FPSA e T

e
50000.0 FPSH 29942.84 29946.27
14407.24 15024.79
28.32 438.87
0.0 FPS T
64 512 1518
Frame Size
Figure 8. Packet Loss Test Results Downstream

Save the configuration file from the test before exiting the test or continuing with the next
benchmark test.

Result Analysis

The packet loss and forwarding rate test is a simple, but very effective means to determine an
access point’s ability to deliver high performance. If an AP cannot deliver high forwarding rates
with little or no loss under relatively benign benchmarking conditions then the behavior should
be investigated immediately.

Performance issues with small frame sizes are most common and indicate that there is a
performance bottleneck related to frame-level operations such as:

e Determining the forwarding port for a particular frame
e Aggregating multiple frames into a single AMPDU

e Legacy protection

¢ Bridging the frame from wireless to Ethernet

Performance issues with large frame sizes are less common, but do occur. These errors may
be related to bit-level functions such as encryption / decryption operations.
Troubleshooting and Diagnostics

The following table lists the common access point performance problems and the tips to
troubleshoot these problems.
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Issue

Test fails because it is
unable to connect to
the clients.

Test Case: Packet Loss Benchmark Test

Troubleshooting Tip

Make sure that the client configuration of the Ixia Wi-Fi client
matches the configuration of the AP. For example, if the client is
configured for 802.11ac operation, but that functionality is
disabled in the AP then the client will not be able to connect.

Also note that some APs have a preferred antenna for
transmitting management frames. Consider trying a different
cabling sequence between the Ixia test equipment and the AP.

The packet loss is 100%
for all test conditions.

Double check that the AP is configured to support the MCS rate
specified in the test on the client options tab. The Ixia test
equipment does not change its PHY rate in a test (also known as
rate adapt) because dynamically adjusting the client’s PHY rate
would not allow for repeatable testing.

If the AP is configured properly, use a lower MCS rate, such as
MCS 1. If a lower rate works as expected then the AP has a
receiver problem that prevents it from receiving the less SNR
(signal to noise ratio)-tolerant, high MCS rates.

In order to establish the root cause of a performance issue it is
necessary to examine the capture file of the test. This file is
available from the IxVeriWave test system.

The AP does not
achieve full theoretical
line rate.

It is a common misconception that it is not possible to achieve
the theoretical 802.11 maximum rate during testing. In controlled
tests such as this one, all RF impairments are removed and the
test setup is as reliable and as repeatable as a traditional
Ethernet test bed. Any performance degradations are directly
due to the hardware and software implementation within the
DUT. Try to improve these designs in order to increase the
forwarding rate.

For 802.11ac, it may be a little while still before the chipsets are
capable of achieving the full theoretical rates, but it is common to
see the same chipset achieve two vastly different performance
profiles when incorporated into two competitors’ designs.

Test Variables

The following table lists the parameters you can vary when performing this test.
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Test Case: Packet Loss Benchmark Test

Test Variable Description

Traffic Direction It is common to see vastly different performance profile in the
upstream (Wireless to Ethernet) and downstream (Ethernet to
Wireless) directions. Upstream traffic largely tests an AP’s
802.11 receive capabilities, while downstream mostly tests an
AP’s transmit capabilities.

Frame Size Testing should be conducted at every frame size to ensure that
there are no algorithmic bugs that cause performance
degradation at specific frame sizes.

Encryption 802.11 makes extensive use of encryption to protect data frame
contents. Testing should be conducted with no encryption, TKIP,
and AES encryption (also known as open, WPA, and WPA2,

respectively).
number of wireless Increase the number of wireless clients to validate the DUT’s
clients ability to continue to achieve high rates as it needs to handle a

larger amount of state information. You may want to run the
Maximum Client Capacity test first, in order to determine the
maximum number of clients the AP can support under low-stress
conditions before running this variation.

Client PHY Each MCS index, channel bandwidth, and guard interval
Configuration condition should be tested to ensure that transmit and receive
chains work as expected across all encodings.

Transmit Power Level Forwarding rate and loss should be checked at a variety of
power levels to determine the range of input power levels to the
AP that results in optimal AP performance.

Note — higher power is not always better! At higher power
levels, the RF components can saturate and corrupt the RF
signal. It is important to identify the range of power levels that
produce optimal results for each setting.

Channel Model Apply each of the IEEE channel models in the 802.11 client
options tab. Each channel model should have no impact on
performance relative to the bypass (no interference) mode in a
well-designed receiver.

IPv6 Enable IPv6 and re-run the tests. For a true layer 2 AP, the
performance should be identical. However, many APs perform
some operations at layer 3 and can see significantly lower
performance with IPv6 enabled.
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Test Case: Packet Loss Benchmark Test

Conclusion

A simple packet loss test can be used to identify a large variety of performance degradations in
an 802.11ac access point. The test results are highly repeatable when the test bed is properly
RF-isolated in a chamber and tested using RF cables and is therefore ideal for testing
performance under a wide variety of conditions. This test should always be the first test run
when assessing an AP. Poor test results should never be ignored because they manifest
themselves as much more complicated issues in the advanced testing.
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Test Case: Maximum Client Capacity

Test Case: Maximum Client Capacity

Overview

The Maximum Client Capacity test measures the number of clients that can successfully
associate with APs in the SUT and transfer traffic to the distribution system (wired LAN). It
measures the ability of APs in the SUT to support a large number of concurrent users.

The Maximum Client Capacity is intended to be a test of the AP’s control plane capacity and not
the data forwarding rate capacity. Once the maximum client capacity is known, the other tests in
this document can be performed to determine the corresponding data forwarding performance.

The test methodology is to slowly connect clients to the system until the target numbers of
clients are connected or until the AP refuses any further client connections. Once this state is
achieved, a low rate of traffic is transmitted to each client in order to ensure that the AP has, in
fact, loaded the client into the forwarding table and can maintain the state for all of the clients
concurrently. If there is excessive packet loss during this test, then the number of clients is
reduced and the traffic test is re-run. This pattern continues until all connected clients receive a
minimal rate of traffic.

Objective

The objective of this test is to determine the maximum number of clients the DUT can serve.
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Test Case: Maximum Client Capacity

Setup

As shown in Figure 1 below, the test consists of a DUT acting as an access point, and two Ixia
test ports.

The 802.11 Ixia test port emulates up to 500 stateful Wi-Fi clients sending and receiving traffic
from the wireless interface on the DUT. The other Ixia port emulates servers on the Ethernet
network that source and sink the traffic from the Wi-Fi clients.

11ac Multi-stream

Access Point
in Shielded Enclosure

Ethernet

IxVeriWave
WBW3601 Test System

Figure 1. Test Setup

In the test setup above the DUT is placed in an isolation chamber to ensure that external signals
do not affect test results. By connecting the AP to the test chassis with RF cables and enclosing
the AP in an RF isolation chamber, you can be sure that other devices using the same
frequencies do not affect the test results.
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Test Case: Maximum Client Capacity

Step-by-step Instructions — Maximum Client Capacity
Follow the step-by-step instructions to create a Client Capacity benchmark test.

1. Select File Open and select the configuration file from step 8 from the Packet Loss test.

[EE o®

(Chassis Information
Sopkdtion; ke Chasss: [192168.11
Setup :
Chassis Type  Bond/Ther Made
e WA 19216811
a,
;_‘: Pors E
TR 192,188.1.1_cand]_pot1 2023 NAMNA  TGA
_"Jl’\" B card2
7 ) j o M 132168 11_card2_pot1 80211ac 5 GHe/153 TGA 5
= = .
2 Test Select the File Openicon toload 5iDs
— the saved test configuration. SSI0
i o522 0162 (0 dBm)  bia NG5G
) Mapping
b3

Figure 9. Test Suite Selection

2. Select Maximum Client Capacity Test Suite and click start test configuration.
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Figure 10. Application Suite Selection
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Test Case: Maximum Client Capacity

Figure 11. Connect to the test chassis and select the port to use for following tests.

Note: When scanning for channels the scan stops at the lowest channel that has an active
signal on it. If the channel detected is not the channel desired for the test enter the band and
channel using the drop down menus at the right, then click the Scan BSSISs button to obtain

the desired BSSID/SSID.

hfl“’;':"'“‘“'h:“l"““)“"""""“"""""‘:’““‘“"“'W""‘“‘ 2)  Enter the IP address of the chassis F’m
File Options Help
f and click the Connect Button.
o— H O .

Pt Mamme : | 192.162.1.1_card2_poatl

Chassy
vt A es Crassiel [192.168.1.1 =l
Setup -

Type Band/Channsl Mode

Chax
- &19216&11
E 152168.1.1_cardl pot] 8023 NANA TGA

42D |own ] lsa@ 1_cand2 pot] 80211ac 5 GH2/153 GA

o 5, Folow AFRIHG
. ; 3] Scan Channels to determine SSID
.. T
.’i:‘ Mapping [ Scan BSSIDs
E BSSID S50 -
208528 01:d6:e2 (0 dBm) ban_NG-5G =

1
2
3
4
5
3
‘

Port Mode : @ TGA G

Vfolow AP’y Bandwich

2) Select Ports, one Ethemet, one WiFi

x Ao | High Pedoemance
7] Include HW log in download

T e e
Analyss and Resuks Mmum\-eﬁh’anmx m\mauoom

Figure 11. Port Selection
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Test Case: Maximum Client Capacity

Figure 12. Create and name the clients. Click the Clients button on the left
navigation panel. Click on the “+” to create a client group. Type the name in the “Name” box
and select the interface type from the drop down menu. Select the Wi-Fi port and configure

the client as shown below.

2) Create and name the WiFi and Ethernet ports and select
the correct Interface (11ac)

o 4§ BmePmie 1§ / Crnat ba added Ao liew | (A8 Dughcate
Owrts O fot Interfiace [ 7 550
) 1

PHINaben N tere
BN abphies IR ced NEREARS

2) Click on the 802.11 Client
Options Tab.

3) Select: 802.11ac client type, 80 MHz bandwidth, MCS of

9, Short Gl, and Enakle AMPDU aggregation. Match the
number of spatial streams on the AP (usually 3).

Dotected kryboand lrary. Froms <£503 % bt et

Figure 12. Client Characteristics
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Test Case: Maximum Client Capacity

3. Click the Test setup button and select the Maximum Client Capacity Properties tab. Enter
the Search Maximum of 100 clients.

File ﬂp.w-ns Help

Test Setup | Moo Chent Capacty Progeties. |

Popbcation Sutes B
Shn Beundary Settings Per Wisloss Pot
I | Search Masmum [Nurmber of Clerisll 100
Frame Se (Bytes)
ILOAD (Pha/Sec): 10
Leess T Sefbo S0

Enter 100 Clients

Warring: Post 152.168.1.7_card1_poa 1 did inok recahve any vasbd Ve W frames; labency numbens mary b irrvaid

Figure 13. Enter Search Maximum
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Test Case: Maximum Client Capacity

4. Click the Mapping button and select the Mapping Option Wireless to Ethernet to perform an
upstream Maximum Client Capacity test.

File Options Help

=

223

“F'f: Ports
: To
ah

Select Wireless o Ethernet and
click on the start button.

WaveEngine: Usar sbored 3 VL emor message
Analysis and Results Thank you for using VedWave (hitp://www verwave com)

Figure 14. Mapping Options

5. Click the start button to start the test. The status window shows the progress of the test.
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Test Case: Maximum Client Capacity

Test Results

Number of Clients vs. BSSID
Frame Size: 512 bytes, Frame Rate: 10 fps

56

Number of Clients

eth_00:00:00-00:00:00
Figure 15. Maximum Client Capacity Test Results

Result Analysis

The maximum client capacity test determines the maximum number of clients that can be
connected to an AP under low traffic load conditions. This metric can be extremely useful when
running the remaining benchmark tests because it defines an upper limit on the number of
clients that should be tested.

It should be noted that many APs may not support the maximum client capacity when subjected
to a heavier traffic load or realistic mixes of traffic. The result of this test should only be
considered as the best possible case to determine the number of clients that can be connected
simultaneously to the AP. For a more realistic idea of the number of clients that can be
supported in a typical deployment, it is necessary to perform more stressful or real-world test
cases using WaveQoE.
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Test Case: Maximum Client Capacity

Troubleshooting and Diagnostics

The following table lists the common access point performance problems and the tips to

troubleshoot these problems.
Issue

Test always succeeds
at maximum number of
clients.

Troubleshooting Tip

The AP is capable of supporting your maximum number of
configured clients. Repeat the test after increasing the number of
clients as described in step 3 above. Ensure that you maintain
appropriate address spacing for the targeted number of clients on
the client page.

The test runs for along
time and then aborts
saying that a result
could not be found.

This condition occurs when the AP is able to connect to a lot of
clients, but cannot forward traffic to all of the clients that are
connected. The test logic will try to lower the number of
connected clients a few times, but if the situation does not
improve, the test ends.

Consider re-running the test with either a lower client count or a
lower intended load (ILOAD in step 3 above).

Test Variables

The following table lists the parameters you can vary when performing this test.

Test Variable

Client Type

Description

Re-run the test for different client types such as 802.11a, b, g, n,
and ac.

DHCP Enabled

Enable DHCP to see the impact on the number of connected
clients. Most 802.11 networks utilize DHCP.

IPv6 Enable IPv6 and re-run the tests. For a true layer 2 AP, the
performance should be identical. However, many APs perform
some operations at layer 3 and require more memory and
resources to support IPv6.

Conclusion

The maximum client capacity

is good to know in order to assess the best case scenario for the

DUT. This number should not be mistaken for an accurate prediction of the number of clients
that can be supported by the AP with real application traffic.
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Test Case: Maximum Client Capacity

It is important to view this number as a boundary case only and use it to shorten the timing of
your remaining tests by limiting your client scale in those tests accordingly.
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Test Case: Latency Benchmark Test

Test Case: Latency Benchmark Test

Overview

The latency test measures the delay incurred by frames passing through the system under test
(SUT). It also measures the amount of jitter, which is the variation in latency over many frames.
Latency and jitter are key performance metrics that determine how well the SUT can handle
critical real-time traffic, such as, voice and video that is sensitive to the delay between source
and destination. This test measures latency and jitter according to RFC 2544 and RFC 3550,
respectively.

Objective

The objective of this test is to determine the average and worst case latency of the DUT.

PN 915-2634-01-1071 Rev D 29



Test Case: Latency Benchmark Test

Setup

As shown in Figure 1 below, the test consists of a DUT acting as an access point, and two Ixia
test ports.

The 802.11 Ixia test port emulates up to 500 stateful Wi-Fi clients sending and receiving traffic
from the wireless interface on the DUT. The other Ixia port emulates servers on the Ethernet
network that source and sink the traffic from the Wi-Fi clients.

11ac Multi-stream

Access Point
in Shielded Enclosure

Ethernet

IxVeriWave
WBW3601 Test System

Figure 1. Test Setup

In the test setup above the DUT is placed in an isolation chamber to ensure that external signals
do not affect test results. By connecting the AP to the test chassis with RF cables and enclosing
the AP in an RF isolation chamber, you can be sure that other devices using the same
frequencies do not affect the test results.
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Test Case: Latency Benchmark Test

Step-by-step Instructions — Latency Test

Follow the step-by-step instructions to create a latency benchmark test. In addition, you can use
the steps below as a guide for building many other layer 2/3 WLAN benchmark tests scenarios.

1. The easiest way to create a test is to start with a configuration from a similar test. In this
case we will start with the packet loss benchmark test and modify it to run a latency test.
Select File Open and select the configuration from the previous test.

2. Select the Application Suites thumb in the left-side navigation bar and then select the
Latency Test Suite. Click the Start Test Configuration button.

ST e e

File Options Help

=B O®

(Chassis Information oet Propas
Chassis: |192168.11 [=] [ Connect | [ScanChannels] ot tizme
| Chassis Tpe  Band/Char Mode )
“ Pois £ 152 115& 11
s - B 19216811 cadl_pot1 8023 NAMNA  TGA
- card2
::,.‘: - B 192.168.1.1_cardZ_port1 80211ac 5GH2/153 TGA
%y
}\‘gp Tout Select the Application Suites fo
- — select the latency test suite.
fl'f J0e5-2a01d6e2 (DdBm)  baa_NG-5G
#@; Mapping
A

Figure 16. Test Suite Selection
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Test Case: Latency Benchmark Test

3. Click the Start Test Configuration button.
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.
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Roaming Banchmask Select the Latency Application Suite
Service Capacty and start the Test Configuration

The Latency Benchmardng test slows you to present the system under test (SUT) with an irtended load (ILRAD) the time that i takes be forwarded through the SUT fatency). ¥ you have multiple cherts. the
ILOAD is drvided evenly between the chents scurcing taffic into the SUT. For accurate latency measurement the ILOAD must be at 2 level that produces no frame loss. Use ot lest ILOAD that can be
achisved wihout frama loss

Treougheut
Max. Forwardng Rate Per H

Latency s measured by takng the déference between the anmval time of 3 packet at the destination port and the Yme the packet was sert at the source pod. Wave Test alocates sach antving packet nto cre of soteen difemrt latency
buckets”. Each latency bucket has a maxmum latency tme boundary. which are setup in ascending onder. The afgving packets are placed in the last fatency bucket for which ther latency value doss not exceed the latency bucket
beundsry. | thes way 3 distsbution of lstency tmas can be measred

Figure 17. Application Suite Selection

Figure 18. Connect to the test chassis and select the port to use for following tests.

Note: When scanning for channels the scan stops at the lowest channel that has an active
signal on it. If the channel detected is not the channel desired for the test enter the band and
channel using the drop down menus at the right, then click the Scan BSSISs button to obtain
the desired BSSID/SSID.
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Figure 18. Port Selection
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Test Case: Latency Benchmark Test

Figure 19. Create and name the clients. Click the Clients button on the left
navigation panel. Click on the “+” to create a client group. Type the name in the “Name” box
and select the interface type from the drop down menu. Select the Wi-Fi port and configure

the client as shown below.

3) Create and name the WiFi and Ethernet ports and select

the correct Interface (11ac)

2) Click on the 802.11 Client
Options Tab.

[=] Pon footgurson e_pond g

=] rarfpitosd (e,
=] Forv g M40

Wit o5 Dt [2]

3) Select: 802.11ac client type, 80 MHz bandwidth, MCS of

9, Short Gl, and Enable AMPDU aggregation. fMatch the
number of spatial streams on the AP (usually 3).

Dotocted konboard lbrary. Pross <E5033 abort test

Figure 19. Client Characteristics
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Test Case: Latency Benchmark Test

4. Click the Test setup button and select the Latency Properties tab. Using g maximum
throughput numbers derived by doing a Throughput Benchmark test, set the ILOAD for each

packet size.

-
K tputwml - Benchmark : Latency - WaveApps » -

s 00

Test Setup Latency Properties

Application Sutes “Frame Size and ILOAD Table
S Frame Size ILOAD
P (Bytes) (pkts/sec)
ok Ports 64 TR
= 8 11000.0
= 128 16000.0
AN
& ';7 Clients 256 250000
e 512 93000.0
1518 46000.0
s -
"%?ﬁ.; Mapping
Enter the ILOAD rates from the previous throughput test.

[ 8023Defouts | [ 802.11 Defauks |

Figure 20. Test Parameters
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Test Case: Latency Benchmark Test

5. Click the Mapping button and select the Mapping Option Wireless to Ethernet to perform an
upstream latency test.

—1=1KC]

Bppheation Sutes Optiogs : | Wirsless To Ethemet [=]
_Selm Traffic A Hoc Moda | Force 140-Wchant mapping
m: To
— ar
e oy
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» -
! - Select Wireless To Ethermet and
2 click on the start button.
{
&
WaveEngine: User sborted & VL smor message
Anslysis and Results Thank you for using VerdWawve it //www veriwave com)

Figure 21. Mapping Options
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Test Case: Latency Benchmark Test

6. Click the start button to start the Latency test. The status window shows the progress of the
test.

% frame_lossawml - Benchmark ; Latency - WaveApps 10 T — T T ——

File Options Help

Fi=HoX |

Test Log

Application Suites
Setup Completed: All clients were connected in 0.23 seconds
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Completed: 1 flows finished AEP or IPv6 connection in 0. .03 seconds

Trial 1 FrameSize 64 ILOAD 700 0 pkts/sec, Starting learning phass

Resuts DUT-SUT recovery time, waiting 5.0 seconds
DUT/S0T recovery time, waiting 4 0 seconds
DUT-SUT recovery time, waiting 3.0 seconds
DUT-SUT recovery time, waiting 2.0 seconds
DUTASUT recovery time, waiting 0.9 seconds
DUT-SUT recovery time, waiting 0.0 seconds

Trial:1l FrameSize: 64 ILOAD:700.0 pkts<sec starting to transmit

Completed: Size: 64 ILOAD:700.0 pkts-sec Latency: Minimum = 69.00us Hazgimum = 6 944ms dverage = 176.0us

WARNING: detected inconsistency between mazimum latency and the last bucket
Trial:1l FrameSize: 88 ILOAD:600.0 pktsrssec. Starting lesrning phase

DUT-SUT recovery time., waiting 5.0 seconds
TITAANT recoverw tims  waiting 4 1 =econds=s

Trial:1 FrameSize: 1024 ILOAD:200.0 pkis/sec starting to transmit
( RX 0.0s remain 100.0% ) Phase: Test ILOAD: 200.0 FrameSize: 1024

Latency

m \]|N
m [\ AX
m A\ (G

3.00ms" 2.83ms

2.50ms

2.00ms™=

1.47ms 1.49ms

1.50ms—

999us
1.00ms=

826us
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500us—

312us

0.00s

64 bytes (@ 88 bytes @ 128 bytes @ 256 bytes @ 512 bytes @ 1518 bytes @
141pkt/sec 125pkt/sec 125pkt/sec 98.0pkt/sec 182pkt/sec 30.0pkt/sec

Figure 22. Latency Test Results

PN 915-2634-01-1071 Rev D 36



Test Case: Latency Benchmark Test

Detailed Results

64 141.0 1| 175.0us 1.475ms 260.0us 39.58us

88 125.0 1 | 181.0us 826.0us 257.0us 41.89us

128 125.0 1| 176.0us 2.828ms 275.0us 69.80us

256 98.0 1 | 180.0us 1.486ms 268.0us 48 46us

512 182.0 1 | 182.0us 999.0us 270.0us 45.32us

1518 30.0 1 | 225.0us 662.0us 312.0us 53.23us
Figure 23. Jitter Test Results

7. Save the configuration file from the test before exiting the test or continuing with the next
benchmark test.

Result Analysis

The latency and jitter at different frame sizes are useful for indicating areas where the DUT
takes extra time processing the frames when forwarding. Ideally, the latency would be
consistent across all frame sizes and have a low overall absolute value.

High latency can lead to issues with responsiveness in real-time, interactive applications such
as changing TV channels with a set top box. It also can have a throttling effect on TCP which
slows down all the applications that run over TCP.

Troubleshooting and Diagnostics

The following table lists the common access point performance problems and the tips to
troubleshoot these problems.

Issue Troubleshooting Tip

The maximum latency | This could happen due to one of the following:

is hundreds of e The AP takes a long time delivering the first few frames before it
milliseconds or more, has “learned” the location of the destination. After the first few
but the average and frames, the ensuing traffic is placed onto the “fast path” and the
minimum latency are latency improves dramatically.

reasonable. e There is an intermittent or recurring interruption in the system

that is affecting the delivery of frames. For example, in APs
where the firmware handles the frame delivery, it is common to
have the firmware perform a management function for a short
period of time and stall all the frame deliveries during that
interval.
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Test Case: Latency Benchmark Test

Troubleshooting Tip

The key to identify and eliminate these issues is to examine the
packet captures.

Test Variables

The following table lists the parameters you can vary when performing this test.

Test Variable Description

Traffic Direction It is common to see vastly different performance profile in the
upstream (Wireless to Ethernet) and downstream (Ethernet to
Wireless) directions. Upstream traffic largely tests an AP’s 802.11
receive capabilities, while downstream mostly tests an AP’s
transmit capabilities.

Frame Size Testing should be conducted at every frame size to ensure that
there are no algorithmic bugs that cause performance degradation
at specific frame sizes.

Encryption The 802.11 standard makes extensive use of encryption to protect
data frame contents. Testing should be conducted with no
encryption, TKIP, and AES encryption (also known as open, WPA,
and WPA2, respectively).

Number of wireless Increase the number of wireless clients to validate the DUT’s ability
clients to continue to achieve high rates as it needs to handle a larger
amount of state information. You may want to run the Maximum
Client Capacity test first, in order to determine the maximum
number of clients the AP can support under low-stress conditions
before running this variation.

Client PHY Each MCS index, channel bandwidth, and guard interval condition
Configuration should be tested to ensure that transmit and receive chains work
as expected across all encodings.

Transmit Power Level | Performance should be checked at a variety of power levels to
determine the range of input power levels to the AP that results in
optimal AP performance.

Note — higher power is not always better! At higher power levels,
the RF components can saturate and corrupt the RF signal. It is
important to identify the range of power levels that produce optimal
results for each setting.
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Test Variable

Channel Model

Test Case: Latency Benchmark Test

Description

Apply each of the IEEE channel models in the 802.11 client
options tab. Each channel model should have no impact on
performance relative to the bypass (no interference) mode in a
well-designed receiver.

IPv6 Enable IPv6 and re-run the tests. For a true layer 2 AP, the
performance should be identical. However, many APs perform
some operations at layer 3 and can see significantly lower
performance with IPv6 enabled.

Conclusion

The latency test is a good choice for identifying behaviors that limit the performance of the AP.
The unique patterns of the latency can be used to identify the portion of the design that is
contributing to the problem. For example, a slowly increasing latency with time indicates a
buffering issue. A spike in latency at a particular frame size indicates a new operation that must
be undertaken to forward the frame. With low, predictable latency and latency variation, you can
be reasonably certain that real-time, delay-sensitive applications run smoothly and that the
TCP-based protocols are not delay-bound.
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Test Case: Throughput Benchmark Test

Test Case: Throughput Benchmark Test

Overview

The throughput test measures a key performance metric, the maximum rate at which frames
can be injected into the system under test (SUT) without exceeding a pre-set loss threshold. If
the loss threshold is zero, this corresponds to the classical definition of throughput as per RFC
2544,

Throughput is very important in assessing performance under higher-layer protocols such as
TCP, where even small amounts of loss can significantly impact user applications.

Note that customers, and even some test tools, commonly confuse throughput with forwarding
rate. The two measurements are not the same. Classical throughput, the maximum rate at
which frames can be forwarded without any packet loss, can commonly be zero while the
forwarding rate can be in the hundreds of megabits per second with a small amount of loss. The
troubleshooting section describes this in more detail.

Also note that a throughput test is a “goal-seeking” test. That means that it can take many test
trials and a fair amount of time to identify the throughput of an access point. In contrast,
forwarding rate runs one trial and then reports the results and is therefore much faster. For
these two reasons, we highly recommend that the forwarding rate and packet loss test be run
first before running a throughput test. The throughput test is very useful, but it can be confusing
to interpret if you do not have the forwarding rate results.

Objective

The objective of this test is to determine the maximum throughput rate the DUT is capable of
supporting at a set of frame sizes. The throughput is the maximum rate at which frames can be
injected into the system under test (SUT) without exceeding a pre-set loss threshold.
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Test Case: Throughput Benchmark Test

Setup

As shown in Figure 1 below, the test consists of a DUT, acting as an access point, and two Ixia
test ports.

The 802.11 Ixia test port emulates up to 500 stateful Wi-Fi clients sending and receiving traffic
from the wireless interface on the DUT. The other Ixia port emulates servers on the Ethernet
network that source and sink the traffic from the Wi-Fi clients.

11ac Multi-stream

Access Point
in Shielded Enclosure

Ethernet

IxVeriWave
WBW3601 Test System

Figure 1. Test Setup

In the test setup above the DUT is placed in an isolation chamber to ensure that external signals
do not affect test results. By connecting the AP to the test chassis with RF cables and
enclosing the AP in an RF isolation chamber, you can be sure that other devices using the
same frequencies do not affect the test results.
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Test Case: Throughput Benchmark Test

Step-by-step Instructions — Throughput Test

1. Select File Open and select the saved .wml configuration file from the packet loss test.

2. Select the Application Suites button in the left-side navigation bar and then select the

Throughput te

hmarik :

st suite. Click the Start Test Configuration button.
w !

Loss -

File Options Help

=l O

M
e
-
&)
B2-
£ |
7

(Chassis Information
Chassis. | 192.168.1.1

[ chassis [Type  Band/Char Mode Tt
£ 192168.1.1

5 card

M 19216811 cadl_pod1 8023  NAMNA  TGA

2
M 192168.1.1_cad? pot1 80211ac 5GHz/153 TGA

Select the Application Suites to select the
throughput test suite.

Figure 24. Test Suite Selection
X Untitied - Benchmark : Throughput - WaveApps ==
File Opticns Help
—IsHOX J
Apphcation Sutes
."”’ ot System Under Test
Benchmark Fm::\ ‘
Latency : 1
m \::::ﬂ
Select the Throughput test suite and start
the Test Configuration
I o-g-a;\ I

Aggregate Thoughput The Throughput Benchmarkong test identfies the maomum rate at which the sy L M{SUT)wn\ without loss.

Max. Forwardng Fiate Por H. This test determines the throughput rate by using a binary search algorthm The:umbyd!muvw&vmmmmhsw Packet losa is the d. F packet boss s cffered boad OLOAD) s
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fost,

| _[Stan Tost Condiguration |
sap | | Detected keyboard irary. Press <ESC> to abor test
Analysis and Results
Figure 25. Application Suite Selection
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Test Case: Throughput Benchmark Test

3. Connect to test chassis and select port to use for following test.

tput_dnwml - Banchemark : Th
File Options Help

I—B '\").

1) Enter the IP address of the chassis and
click the Connect Button.

R Proparies

Chassis: | 192.168.1.1 [=] Pofl Name : |192.168.1.1_card2_pod1
= e _ [ Tips_| Benc/Charna o FoPod bods: @ TGA ) 16
o z.’!.mj‘een
192.168.1.1_cardl_pont 8023 NAMNA TGA
&2 | owe 168.1.1_card2_post1 80211ac. 5 GHe/153 3) Scan Channels to determine SSIV
o

Hidden 5510

: Test 5GH: [=] (152 [=]
Scan BSSIDs

BSSID r

2] Select Ports, one Ethernet, one WiF

an e -

W Al 0 7| High Pedormance
V] Inchude HW log in dowricad

WaveEngine: Lser manually abored th test
Analysis and Resuls Thaarke yous for using VedWave fitp:/www verwave com)

Figure 26. Port Reservation

Click the Test setup button to configure the test. The defaults on this page are used to perform
the throughput tests. Make sure the loss tolerance is set for 0.1%.

Note: The loss tolerance allows the throughput trial to pass if there is a small amount of loss.
This loss will commonly occur with the first few frames in a trial. If this value is set to zero loss

tolerance, which is the definition in RFC-2544, it is not un-common for APs to have a throughput
of O for all the frames.

PN 915-2634-01-1071 Rev D 44



Test Case: Throughput Benchmark Test

Figure 27. Connect to the test chassis and select the port to use for following tests.

Note: When scanning for channels the scan stops at the lowest channel that has an active
signal on it. If the channel detected is not the channel desired for the test enter the band and
channel using the drop down menus at the right, then click the Scan BSSISs button to obtain

the desired BSSID/SSID.

File Opticns Help

[DXtestmicast_packet Jossui - enchmar Packet Los - WaeAg 4]  Entfer the IP address of the chassis
. and click the Connect Button.

L)
o
e H (O
Chassh
(Spphtn s R Chassel (192 16811 I =
Setup -
Type  Band/Channel Mods
o T
It s
-
L =5 J
bn} =
=T
G, | Mospng

2) Select Ports, one Ethemet, one WiF

WaveEngine: User manualy aboried the test

Analysis and Resuts Thark you for using VerWave (htp //www venwave com)
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Pgt Name - |152.168.1.1_cardd poet1

Pod Mode : @ TGA ]

VINCollow AP's Bandwicth
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Figure 27.
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Test Case: Throughput Benchmark Test

Figure 28. Create and name the clients. Click the Clients button on the left navigation
panel. Click on the “+” to create a client group. Type the name in the “Name” box and select
the interface type from the drop down menu. Select the Wi-Fi port and configure the client
as shown below.

4) Create and name the WiFi and Ethernet ports and select

the correct Interface (11ac)

411 cani2 NETSEARSNG

e 2) Click on the 802.11 Client
Opftions Tab. W ces e [5]

[ = " 2 W m i s mown
=
=
&

1. = Spatal Sreans [ [=] oo furtgrmon et :

3. Dt MCS ke & Blay TToT MoL0

Erabla AMFDA Agoregasens

[ p———

3) Select: 802.11ac client type, 80 MHz bandwidth, MCS of
9, Short G, and Enable AMPDU aggregation. Match the
number of spatial streams on the AP (usually 3).

Dotocted bomboard lbrary. Pross <E5033 abort tost

Figure 28. Client Characteristics
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Test Case: Throughput Benchmark Test

Click the Test setup button and select the Throughput Properties tab. Specify the frame size
and frame rates that you want to use to run a Throughput test. It is recommended to use
minimum, typical, and maximum length frames in order to test the maximum frame rate that
the AP must handle. Short frames test the maximum frame rate and long frames test the

maximum bit rate.

BK tout dnwmi - Genchmark : TRroUGRpUL- WoveRppemi R —

File Options Help

—i=HoX

Appﬁca(ion Suites

% Ports

kG | ———— _|

Client Leaming Time (sec)

Flow Leaming Time (sec) :

Figure 29.
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Test Case: Throughput Benchmark Test

Setup Frame Size Medum Capacity
S @ Default @ Incr. Step @ Custom @ Auto
;__E, Ports Default Frame Size ) Specify
=04 @) B0211 (Bytes): (B4.88. 128, 256, 512, 1024, 1528, 2048, 2340) + Frame Size_| Medium Capaciy {Mbps)

@ 8023 (Byles): (54.88.128 256,512, 1024, 1280, 1518) I

/5N
. - W
Boundary Options
@ Binary Search ) Binary Search Boundaries (Fps)
Binary Search Min Max 2
.ﬁn Mapping Search Maodmum ( %) - .
:/ i (1) i Select the default Frame Size for 802.3

Starting Poirt (%) [50
Search Resolution (%) |5

] OLOAD Seanch Option

Increzse ILOAD only when OLOAD ncreazes at least

Figure 30. Throughput Properties
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Test Case: Throughput Benchmark Test

5. Click the Mapping button and select the Mapping Option Ethernet to Wireless to perform an
upstream throughput test.

File Options Help
— =

Application Suites 2 oprmn:‘l Ethemet To Wirsless [=] I
Setup " . " Fs R

b ] Ports s
—_—— wfi
‘_{;ﬁ:j Clierits
e Select Ethernet to Wireless and click on

JL;’ Test the start button.

Figure 31. Mapping Options

6. Click the start button to start the throughput test. The status window shows the progress of
the test.

tput_dn.wml - Benchmark : Thros ave, -
File Options Help

=E 0O

Test Log
Application Suites | Fopulating SSID/ESSID tables waiting 0.0 seconds
Setup |
Anlysis and Resuls | Adspted AP's Bandwidth for Part ('192.168.1.1 card2 paztl').

Port's Configured Information follows
Bandwidth: 80, Channel: 153, Band: 5000, CenterFrequency: 5775 based on selected bssid: '20:e5:23:01:d6:e2

Test Logs

Conpleted: Created 1 clients in 0. 88 seconds

Completed: Created 1 clients in 2 85 seconds
Resuts

Attempting to connect the client(s)
87.69ms Mobile client wifi achieved the state ASSOC and is connected

ETH ASSOC EAFOL  DHCF
Achisved 1 1 0 0
Completed: &11 clients were connected in 0.65 seconds
Completed: Created flowGroup 'mitGroup' in 0.22 seconds

Mobile client wifi: succeed vith the QoS Handshake
Exchanging &RPs or IPv6 commections, Idle: 0 Active: 0 Completed: 1 (4.3 secs remaining)

Completed: 1 flows finished ARP or IPvwE connection in 0 34 seconds

Frame: 64 Total Theoretical: 269473.7 pkts/sec Attempting: 134736.8 pkts/sec ( 50.00 Percent)

Flow: F_eth——>vifi Theorstical: 269473.7 pkts/sec Attempting: 134736.8 pktssssc ( 50.00 Percent)

Frame: 64 Total Theoretical: 268473.7 pkis/sec Attempting: 134736.8 plts/sec ( 50.00 Percernt)
Flow: F_eth->wifi Theoretical: 2694737 pkts/sec Attempting: 1347368 pits/sec ( 50.00 Percert)
{RX 0.0s remain 100.0% ) BisPerframe: 512 Type: UDP Tille: ILOAD=69.0Mbps:

Figure 32. Test Status Window
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Test Case: Throughput Benchmark Test

7. The results graph from the Throughput report showing a maximum throughput of 113 Mbps
with 1518 byte frames.

Throughput vs. Frame size

mm \leasured
== === Medium Capacity

1000.0 Mbps P *
800.0 Mbps- e
600.0 Mbps ot
400.0 Mbps- e
200.0 Mbps PURPREEA o . — e 11320
0.00 0.00 0.00 4729 11.52
0.0 Mbps T T T T T
64 88 128 256 512 1024 1280 1518
Frame Size

8. Save a copy of the test configuration for later use.

Result Analysis

The throughput at different frame sizes is commonly referenced by users as one of their key
performance metrics. As such, it is critical that testers understand the throughput values and
address any issues before they are uncovered by customers.

The throughput test is highly sensitive to packet loss as well as a variety of layer 2 protocol
issues. By examining the results of the throughput test and the results of the other benchmark
tests, it is possible to significantly improve the throughput of the AP.

Troubleshooting and Diagnostics

The following table lists the common access point performance problems and the tips to
troubleshoot these problems.

Issue Troubleshooting Tip

Throughput is
zero for all frame
lengths

This usually indicates that the AP is dropping a few frames every time a
trial is run. Compare the results of the throughput test with the
forwarding rate test for the same frame lengths. If the forwarding rate is
high, but the throughput is low, then look for issues with the first few
frames being dropped.

If both the throughput and the forwarding rate are low then there is an
issue with basic frame forwarding that must be better understood.
Change the test parameters such as the MCS index to determine if
there are issues with specific conditions. Ultimately, an examination of
the capture file is the best way to identify the cause.
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Issue

Throughput is low
for some specific
frame lengths

Test Case: Throughput Benchmark Test

Troubleshooting Tip

A drop in throughput for specific frame lengths usually indicates a
change in frame handling internal to the AP at those frame lengths. For
example, a frame may go from requiring one memory buffer, to needing
two memory buffers in order to be stored in the AP. These “holes” in
performance should be understood and eliminated, if possible.

Throughput is low
for small frames
and good for large
frames.

Most operations inside a networking device happen on a “once per
frame” basis. Shorter frame lengths lead to more frames per second
reaching the AP. As such, if the AP’s throughput is disproportionately
low at small frame lengths, then look for performance issues with frame
events such as destination lookup, QoS handling, or FCS checks and
computation.

Test Variables

The following table lists the parameters you can vary when performing this test.

Test Variable

Traffic Direction

Description

It is common to see vastly different performance profile in the upstream
(Wireless to Ethernet) and downstream (Ethernet to Wireless)
directions. Upstream traffic largely tests an AP’s 802.11 receive
capabilities, while downstream mostly tests an AP’s transmit
capabilities.

Frame Size

Testing should be conducted at every frame size to ensure that there
are no algorithmic bugs that cause performance degradation at specific
frame sizes.

Encryption

The 802.11 standard makes extensive use of encryption to protect data
frame contents. Testing should be conducted with no encryption, TKIP,
and AES encryption (also known as open, WPA, and WPA2,
respectively).

Number of
wireless clients

Increase the number of wireless clients to validate the DUT’s ability to
continue to achieve high rates as it needs to handle a larger amount of
state information. You may want to run the Maximum Client Capacity
test first, in order to determine the maximum number of clients the AP
can support under low-stress conditions before running this variation.

Client PHY
Configuration

Each MCS index, channel bandwidth, and guard interval condition
should be tested to ensure that transmit and receive chains work as
expected across all encodings.
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Test Variable

Transmit Power
Level

Test Case: Throughput Benchmark Test

Description

Performance should be checked at a variety of power levels to
determine the range of input power levels to the AP that results in
optimal AP performance.

Note — higher power is not always better! At higher power levels, the
RF components can saturate and corrupt the RF signal. It is important
to identify the range of power levels that produce optimal results for
each setting.

Channel Model

Apply each of the IEEE channel models in the 802.11 client options
tab. Each channel model should have no impact on performance
relative to the bypass (no interference) mode in a well-designed
receiver.

IPv6 Enable IPv6 and re-run the tests. For a true layer 2 AP, the
performance should be identical. However, many APs perform some
operations at layer 3 and can see significantly lower performance with
IPv6 enabled.

Conclusion

The throughput test is a critical benchmark test for customers and significant efforts should be

made to improve the performance of this measurement. The throughput can be heavily affected
by a number of conditions inside the AP, so it is useful to consider the other performance
benchmarks in conjunction with throughput in order to focus development efforts into the
features that make a significant impact.

The ease with which these tests can be performed makes it easy for an AP tester to quickly
identify performance holes and their sources, and verify when they are fixed.
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Test Case: TCP Goodput Test

Test Case: TCP Goodput Benchmark Test

Overview

The TCP Goodput test measures the number of TCP payload bytes per second that the system
under test (SUT) can transfer between its ports and the maximum segment size (MSS).The
TCP payload is the sum of the TCP segment bytes minus the TCP headers and options.

Goodput results are often very different from throughput results because Goodput is a layer 4
measurement that measures the amount of application traffic that was delivered. Throughput is
a layer 2 or layer 3 metric that measures the amount of data that was forwarded. The difference
is that the Goodput does not include those bytes that correspond to retransmissions at the TCP
layer, nor does it include any of the TCP-layer overhead.

Goodput is a critical measure because it closely corresponds to application performance of
client devices connected to the AP. This test is generally performed at the end because it is the
most difficult to troubleshoot. By addressing the issues that can be seen in the simpler tests
first and then addressing the more complicated tests, troubleshooting can be focused on
specific areas of the design and can simplify and accelerate the debugging progress.

Objective

The objective of this test is to determine the maximum rate of TCP payload delivery that the AP
can support.
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Test Case: TCP Goodput Test

Setup

As shown in Figure 1 below, the test consists of a DUT, acting as an access point, and two Ixia
test ports.

The 802.11 Ixia test port emulates up to 500 stateful Wi-Fi clients sending and receiving traffic
from the wireless interface on the DUT. The other Ixia port emulates servers on the Ethernet
network that source and sink the traffic from the Wi-Fi clients.

11ac Multi-stream

Access Point
in Shielded Enclosure

Ethernet

IxVeriWave
WBW3601 Test System

Figure 1. Test Setup

In the test setup above the DUT is placed in an isolation chamber to ensure that external signals
do not affect test results. By connecting the AP to the test chassis with RF cables and enclosing
the AP in an RF isolation chamber, you can be sure that other devices using the same
frequencies do not affect the test results.
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Test Case: TCP Goodput Test

Step-by-step Instructions — TCP Goodput Test
Follow the step-by-step instructions to create a TCP Goodput benchmark test.

1. Select File Open and select the previously saved configuration file.

a O35 Wr Ber
File Options Help

Chassis Infomation
Chassi: [192168.1.1 [=] [ Comeat ] [Sean Chamess]
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Fr 1
M 19216811 candl_pot1 8023 NANA  TGA
_;_‘_ = cand2
| /,,,l;\? o B 152.168.1.1_card2_port 1 80211 5GHz/153 TGA
< = den S5
| @ = Select the ApplicationSuites to select the
—_— TCP Goodput test suite. 8551 S50
2| | 20e52a01d6e2(0dBm) | bia_NGSG
| r-_}( Mapping

High Pesfomance

Figure 33. Test Suite Selection

2. Select TCP Goodput Test Suite and click Start Test Configuration.

File Upmnsm

EEBOe

Systam Under Test

)

(2338

FrIEEYInq,

Select the TCP Goodput Application Suite
and start the Test Configuration
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Figure 34. Application Suite Selection
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Test Case: TCP Goodput Test

Figure 35.

Connect to the test chassis and select the port to use for following tests.

Note: When scanning for channels the scan stops at the lowest channel that has an active
signal on it. If the channel detected is not the channel desired for the test enter the band and
channel using the drop down menus at the right, then click the Scan BSSISs button to obtain

the desired BSSID/SSID.
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Figure 35.
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Test Case: TCP Goodput Test

Figure 36. Create and name the clients. Click the Clients button on the left navigation
panel. Click on the “+” to create a client group. Type the name in the “Name” box and select

the interface type from the drop down menu. Select the Wi-Fi port and configure the client
as shown below.

Create and name the WiFi and Etheret ports and select
the correct Interface (11ac)

A o
b | = 2) Click on the 802.11 Client
I’!'.“r Maccey = G Opﬁons Tab. WM oS Dastle [
B o
3) Select: 802.11ac client type, 80 MHz bandwidth, MCS of
9, Short Gl, and Enable AMPDU aggregation. MMatch the
number of spatial streams on the AP (usually 3).
— Omendimpadiny o 5 ot

Figure 36. Client Characteristics
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Test Case: TCP Goodput Test

3. Click the Test setup button and select the Packet Loss Properties tab. Specify the frame
size and frame rates that you want to use to run a packet loss test. It is recommended to
use minimum, typical, and maximum length frames in order to test the maximum frame rate
that the AP must handle. Short frames test the maximum frame rate and long frames test
the maximum bit rate. Click the Mapping button and select the Mapping Option Ethernet to
Wireless to perform a TCP Goodput test.

Setup | Force 140-1 client mapping
E: Ports
&~ . =
2 : wifi

e e Select Ethernet to Wireless and click
h O 5

"fii",/ on the start button.

Test

ﬂ!-f

A% | Mapping
'i:‘-:c:.r

Figure 37. Set the traffic flow direction and start test
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4. Click the start button to start the TCP Goodput test using default test parameters. The status
window shows the progress of the test.
5.

File Options Help

=B e

Test Log
Application Suttes | 0. 1Z2=ec F_1074_1024_eth——>wif1 forward & reverse [lows achieved READY state
Setup 0. 12sec F_1025_1025_esth——:wifi forward & reverse flows achieved READY state
Anﬁ'y’ils and Results Completed 2 TCP connect operation in 0.25 sec

TCP connect rate is 7.86 connection<sec
Test Lo
ki 95 TCP =ettling time waiting 2.0 seconds
TCP settling time waiting 1.0 seconds
TCP =ettling time waiting 0.0 =seconds

Attenpting TCP disconnect operation on 2 flowis)

0. 33sec F_1024_1024_sth——:wifi forward & reverse flows achieved IDLE =tate
0. 10sec F_1025_1025_sth——:wifi forward & reverse flows achieved IDLE state

Completed 2 TCP disconnect operation in 0.45 sec

TCP disconnect rate is 4 42 connection sec

Adjusting the transmit time to 30.0000 sec to achieve the aggregate ILOAD of 286802 fps
Attempting TCPF connect operation on 2 flow(s)

0.12zec F_1024_1024_eth——>wifi forward & rewverse flows achieved READY state
0.12=zsc F_1025_1025_eth——>:wif1 forward & reverse flows achieved READY state

Completed 2 TCF connect operation in 0.26 sec

TCP connect rate is 7.62 connection/sec

Frame Size: 594 bytes, attempting 286802.6 frames sec

Completed 2 TCP connect operation in 0.26 sec
TCP connect rate is 7.62 connection/sec
(TX 16.25 remain 49.2% ) Type: TCP ILOAD: 286802 606993 FrameSize: 534

6. TCP Goodput test results
TCP Goodput

TCP Goodput
===== Medium Capacity

50.0 Mbpsn R 4
40.0 Mbps~ 3501
30.0 Mbps+
20.0 MbpsH 11’3;'-'/
10.0 Mbps h
0.0 Mbps 536 T 1460 1

Max. Segment Size

Figure 38. TCP Goodput Test Results
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Result Analysis

The Goodput test shows the maximum rate of data transfer that an application running on a
client that uses the DUT will achieve. Achieving a solid Goodput result is critical to delivering a
strong customer experience with the applications of the Wi-Fi network.

Any results that vary significantly between the throughput and the Goodput results need to be
thoroughly understood. It is not uncommon to have layer 2 issues, such as 802.11
retransmission, poor aggregation algorithms, or high latency. These issues result in much lower
than expected Goodput.

Troubleshooting and Diagnostics

The following table lists the common access point performance problems and the tips to
troubleshoot these problems.

Troubleshooting Tip

Goodput is unexpectedly | Compare with the results from earlier testing and look for

low patterns that you may have missed when examining the results
previously. If there are no clues from the previous data, then
examine the capture file to identifying the underlying cause.

Test Variables

The following table lists the parameters you can vary when performing this test.

Test Variable Description

Traffic Direction It is common to see vastly different performance profile in the
upstream (Wireless to Ethernet) and downstream (Ethernet to
Wireless) directions. Upstream traffic largely tests and AP’s
802.11 receive capabilities, while downstream mostly tests an
AP’s transmit capabilities.

Frame Size Testing should be conducted at every frame size to ensure that
there are no algorithmic bugs that cause performance
degradation at specific frame sizes.

Encryption The 802.11 standard makes extensive use of encryption to
protect data frame contents. Testing should be conducted with
no encryption, TKIP, and AES encryption (also known as open,
WPA, and WPA2, respectively).

Number of wireless Increase the number of wireless clients to validate the DUT’s
clients ability to continue to achieve high rates as it needs to handle a
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Test Variable Description

larger amount of state information. You may want to run the
Maximum Client Capacity test first, in order to determine the
maximum number of clients the AP can support under low-
stress conditions before performing this variation.

Client PHY Configuration | Each MCS index, channel bandwidth, and guard interval
condition should be tested to ensure that transmit and receive
chains work as expected across all encodings.

Transmit Power Level Performance should be checked at a variety of power levels to
determine the range of input power levels to the AP that results
in optimal AP performance.

Note — higher power is not always better! At higher power
levels, the RF components can saturate and corrupt the RF
signal. It is important to identify the range of power levels that
produce optimal results for each setting.

Channel Model Apply each of the IEEE channel models in the 802.11 client
options tab. Each channel model should have no impact on
performance relative to the bypass (no interference) mode in a
well-designed receiver.

IPv6 Enable IPv6 and re-run the tests. For a true layer 2 AP, the
performance should be identical. However, many APs perform
some operations at layer 3 and can see significantly lower
performance with IPv6 enabled.

Conclusion

After running this suite of five tests, you will have a strong understanding of how your AP
performs, where the performance limitations are, and what are the causes of those performance
limitations.

The speed, accuracy, and repeatability of the Ixia IxVeriWave test system enable the quick
assessment of the AP. The ability to baseline and then re-test makes it easy to verify fixes. A
final recommendation is to consider automating the entire test solution in order to develop a
permanent regression test bed that can provide ongoing quality analysis throughout the product
life-cycle.
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Test Case: Rate vs. Range Test

Test Case: Rate vs. Range Test

Overview

The Rate vs. Range test measures rate adaptation performance of the system under test (SUT)
using a fixed intended load (ILOAD) as clients move away from the SUT.

The distance between the client and the SUT is simulated by decreasing the transmit power of
the client and the increasing the effective frame error ratio (FER) that the client presents to the
SUT.

This test is especially designed to evaluate the rate adaptation behavior of the AP independent
of all other variables. Traditional testing with a variable attenuator and a client device suffer from
the fact that the receiver of the client device is a variable in the test, which the Ixia RVR
approach eliminates.

The test expresses the range in terms of path loss (attenuation in dB). There is a direct
correlation between the path loss and range. An increasing path loss usually corresponds to an
increase in distance. The actual range is related to path loss by environmental factors.

Objective

The objective of the tests is to measure the forwarding rate for fixed intended loads (ILOAD)
defined by user. The forwarding rate is measured by counting the number of good packets that
have been successfully received at the destination WLAN ports over the course of the test.
Packet loss is also calculated by taking the differences between the transmitted and received
packets.
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Test Case: Rate vs. Range Test

Setup

As shown in Figure 1 below, the test consists of a DUT, acting as an access point, and two Ixia
test ports.

The 802.11 Ixia test port emulates up to 500 stateful Wi-Fi clients sending and receiving traffic
from the wireless interface on the DUT. The other Ixia port emulates servers on the Ethernet
network that source and sink the traffic from the Wi-Fi clients.

11ac Multi-stream

Access Point
in Shielded Enclosure

Ethernet

IxVeriWave
WBW3601 Test System

Figure 1. Test Setup

In the test setup above the DUT is placed in an isolation chamber to ensure that external signals
do not affect test results. By connecting the AP to the test chassis with RF cables and enclosing
the AP in an RF isolation chamber, you can be sure that other devices using the same
frequencies do not affect the test results.
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Step-by-step Instructions — Rate vs. Range Test
Follow the step-by-step instructions to create a Rate vs. Range test.

1. Select File Open and select the previously saved configuration file from Packet Loss test
(.wml file). Select the Application Suites button in the left-side navigation bar.

¥ packet_losswml - Benchmark : Packet Loss - WaveApps =B %
File Options _Hel
1 PN
v
Chassis Infomation Por Propeties
Chassis: | 10.215.128.57 = Port Name
=7
Chasss Tie  Band/Channel  Mode Pot Mode - @ TGA ) G
FE Parts /% 10.215.128.57
= =-cardl
s 1021512857 card_port! 8023 NA/NA TGA
= O 10215.12857_card]_pori2 8023 NA/NA TGA
3 | Gerie [ 1021512857 card1_pot3 8023 NA/NA TGA Band Prmary Chirnel
Y ) O 10215.12857 cardl_pond 8023 NA/NA TGA Unknown Unknawn
= > ) cad2 Hidden SSID Sec. Channel
—= 0 10.215.128.57_card2_port1 802110  Unknown/Urknown TGA defer
Tt 01 1021512857 card2 port2 80211n  Unknown/Urknown TGA
7 [ 10.215.128.57_card?_port 80211 Urknown/Unknown TGA Scan BSSIDs
(SR 01 10.215.128.57_card2_portd 802110 Unknown/Unknown TGA s w0
Tt =-cand3 =
g\ . 01 10.215.12857_card3_port1 80211n  Unknown/Urknown TGA 1
] 'apping 5
il 5 cards 2
e 10.215.128 57_card5 _port1 B0211ac 5GHz/44 TGA P
=-card6 B |
01 10.215.128.57_card6_port1 80211ac Unknown/Unknown TGA - 3
P
P L
10
11
;\I I3
R Altenuation High Ferfomance
Inciude HWW log in dowrload
Atempting to connect the dlisntls) =
Analysis and Results 88.03ms Moble clent WIFi achieved the state ASSOC and is connected

Figure 39. Test Suite Selection

2. From the available applications select “a/b/g/n/ac Rate vs. Range.” Click the Start Test
Configuration button.
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€ packet loss.wm - Benchmark : Packet Loss - WaveApps =NEC X

File Options Help
- ‘
- H L) .

Application Suites

Tests
Benchmark
Latency
Masimum Client Capacity
Maximum Forwarding Rate
Packst Loss
Throughput

System Under Test

a/blg/n/ac Rate vs. Range

WLAN Roaming
Roaming Delay
Roaming Benchmark
VoIP QoS
Service Capacily
Service Assurance
Roaming Service Gualty
Wireless Mesh
Latency Per Hop
Aogregats Latency
Throughpuit Per Hop
Aggregate Throughput
Mz, Forwanding Rate Per H...

The Packet Loss Benchmiing test alows you to present the system undertest (SUT) with an intended load (ILOAD) and measure the response in tems of forwarding rete and loss packels. ff you have
mutiple clierts, the ILOAD jyided evenly between the clients souring trefic into the: SUT. You can specfy a variety of ILOAD conditions and the test will produce the meas.red resuts for each ILOAD.

Forwarding rate is measured by eipfing the number of packets that have been successfuly received ot the destination ports) averthe course of the test, Packet loss is caleulated by taking the difercnce
between the offered packets and iy recsived packsts

Select a/b/g/n/ac Rate vs Range and
Start Test Configuration

Start Test Configuration

i) Atiemping to connect the cientls)
prlysis and Resuts 58,00 Mokile clisnt VIR schisved the state ASSOC and is connscted

Figure 40. Application Suite Selection

3. Connect to the test chassis and select the ports to use for following tests.

Note: When scanning for channels (using “Scan Channel” button) the scan stops at the lowest
channel that has an active signal on it. If the channel detected is not the channel desired for the
test enter the band and channel using the drop down menus at the right, then click the Scan
BSSISs button to obtain the desired BSSID/SSID. For a complete list of visible APs with their
corresponding signal levels you may use also the “Channel Scanner” feature located on the top-
right corner.

Selecting 5GHz band will automatically trigger the appearance of the “Follow AP’s Bandwidth”
feature on the right panel. This will automatically configure the bandwidth of the simulated Wi-Fi
clients to match the one configured on access point.
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98 packet_loss.awml - Benchmark : a/b/g/n/ac Rate vs. B

Include HW log in download

Analysis and Resuts

Detected keyboard library. Press <ESC> to abor test.

i e == =
Fie Options Fidp Enter the IP address of the chassis
= =
H (h) . and press Connect
T Fott Propetties
ek ion St Crassisl [10215 128 57 [+] [ Comnect |l[Scan Chamneks]  Pot Name : [10.215.128.57_card5_pot
Setup
Chassis Type Band/Channel Mode
51021512857 Port Mode: @ TGA ) 1G
Forts i
rd1
10.215.128.67 card1 port1 8023 NA/NA TGA
» /_card1_por, [¥] Follow AP’s Bandwidth
0.215.128.57_card1_port3 8023 NA/NA TGA o - e
gy || Cets 10.215.128.57_cardl_pord 8023 NA/NA TGA Port Bandwidth [MHz]
- -ca Follo To
= [ 1021512857 _cerd2_pat1 802110 Unknown/Unknown TGA
[ Tost [0 10.215.128 57_card2 pot2 802110 Unknown/Unknown TGA Band Primary Channel
. O 10.215.12857_cerd2_pot3 802110 Unknown,/Unknown TGA 5GH [=] [4 =
[0 10.215.128 57_card2_portd 802110 Unknown/Unknown TGA Hidden SSID
card3 =
Mapping [110.215.128.57 cad3 Eorﬂ 80211n__Linknown/Unknown TGA
el == Scan B35I0s ]
b7l 10.215.128.57_card5_port1 80211ac 5GHz/44 TGA —
=] BSSID 55D -
O 10.215.128.57_cardé_port1 80217ac Unknown/Unknown TGA 1 90:94:e4fc:94:9a (-22dBm)  wifi_test |
2 4
Select the ports to be used, one Ethermnet - ﬁ’rh T o I
o Define e pdna dn e chdnhe
and one WiFi 802.11 ac card
L3
e L
4 L3
R Attenuation High Performance

Figure 41. Port Selection

Create client and configure their properties. Click the Clients button on the left navigation

panel. Click on the “+” to create a client group. Type the name in the “Name” box and select
the interface type from the drop down menu. Select the Wi-Fi port and configure the client as

shown below:

o Client type: ac

e # of spatial streams : 3

e Signal Bandwidth: 80MHz
e Data MCS index: 9

e Guard Interval: Short

Most of the APs support 3x3 MIMO, MCS9 and short guard interval. If this is not so in your case,
you can change them to :2 spatial streams, MCS7 and standard guard interval.

PN 915-2634-01-1071 Rev D

67



Test Case: Rate vs. Range Test

‘ e

Analysis and Resuits

BSSID: [90:34e4fc:4%  [+]

‘Security ‘ 802,11 Client Options ‘MvancedOmicns ‘

¢ RvA_ac_128_1518.wml - Benchmark : a/b/g/n/ac Rate vs. Range - WaveApps =|@8] R’
File Options Help
" - : . -
B © @ |Addclients, assign a name and select the right
interface
Application Suites Client Groups
Add Muliple Groups
Setup F- F
- x & @ = ] Z=lrncs LEl-| seelrsercn. - Groups to be added Add Dupicate
Parts
Base IP Address Subnet Mask  Gateway #Clierts _ Client Steps Port s8I0
1 E| 192168110 255252550 192168.11 1 802.3 Ethemet 0.215.128.57_card None
A 2 W 192168111 2552552550 | 192.168.1.1 1 80211a/bra/n/ac 0.215.128 57_card| wifi_test
£ = Clents
o S
-
VIiFi Properties
[T Enable IPv6 DHCPV6 : | Dissble  [] DHCP: |Disable  [=] WMM QoS Disable [ ]

Clint Phy and MAC properties

© 80211 o) 202.11ag © 80211 @ 20211ac
1. #Spatial Streams | 3 [=] fiep Corfiguration

2. Signal Bandwidth |80 [=] §nannel Model

3. Data MCSindex |9 [=] JHY Rats Mops) 1300

Guard Interval short [+]

LN

Adjust WiFi client's properties

Detected keyboard lbrary. Press <ESC> to abort test

Figure 42. Client definition

5. Define Test properties. Click the Test button on the left navigation panel. The Test Setup
tab allows you to configure various parameters (like Trial duration, Number of Trails). For
the purpose of this test we'll leave them on default values:

e Trial duration: 30 sec

e Number of trials: 1

Click on a/b/g/n/ac Rate vs. Range Properties tab and define the frame sizes and intended

loads to be use during test. The table is automatically filled with 802.3 default values but you
can change them according to your preferences, as shown below. Frame rates should be
set to establish a downstream flow that is 90% of the throughput capability of the DUT.
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3¢ Untitled - Benchmark : a/b/g/n/ac Rate vs. Range - WaveApps . @M
— — — — — —
File Options Help

=X |

Test Setup a/b/a/n/ac Rate vs. Range Properties
Application Suites
Setup Frame Size and ILOAD Table - Attenuation Options
Frame Size ILOAD Extemal Attenuation (dB) 20
S (Bytes) Ipkts/sec)
5-,? Ports " 30000.0 Initial Power Level [dBm) : ] 2
512 30000.0 Final Pawer Level ([dBm) : -50 2
/\:'E Clierts 1518 30000.0 Decrement Power Level (dB) : 1 2
r-—jx 9} Note - The extemnal attenuation includes the attenuation A
to extemal attenuators. cable losses, splitters etc
Test

I -

were | D€TINE frame sizes and rates (ILOAD)

Define external attenuation and power
levels (Initial, Final and Decrement)

802.3 Defaults |

Analysis and Results

Figure 43. Test Properties

6. Click the Start button to start the test. The status window shows the progress of the test.

File Options Help
=)

i 3 !Test Setup | ia/b/a/n/ac Rate vs. Range Properties:
plication Sutes /

Setup Frame Size and ILOAD Table Attenuation Options

BExtemal Attenuation (dB) :

‘ Click the starf button F

300000 Initial Power Level (dBm) :
512 30000.0 Final Power Level (dBm) :
1518 30000.0

Decrement Power Level (dB)

Note : The extemal attenuation includes the att
to extemal attenuators, cable losses, spl

Figure 44. Start the test
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< Untitled - Benchmark : a/b/g/n/ac Rate vs. Range - WaveApps =

File Options Help

Application Suttes
Setup
Analysis and Results

Test Logs

Results

1=k%X |

Test Log

Path Loss -68
Completed updating TzPowerlodulation on Client: WiFi
Trial 1: Transnitting 1518 byte frames at 30.0kpkts sec

Warning: Ho frames were received; Forwarding Rate is zero

Warning: No frames were received: Forwarding Rate is zero

Trisl 1: Transmitting 1518 byte frames at 30.0Okpkts sec
Conpleted: Frame Loss Rate for Group: WiFi client(s) i=s 100.00%

Path Loss -69
Completed updating TxFowerModulation on Client: WiFi
Trial 1: Transnitting 1518 byte frames at 30.0kpkts sec

Warning: Ho frames were received; Forwarding Rate is zero

Warning: No frames were received: Forwarding Rate is zero

Trial 1: Transnitting 1518 byte frames at 30.0kpkts sec
Conpleted: Frame Loss Rate for Group: WiFi client(s) i=s 100.00%

Path Loss -70

Completed updating TxFowerModulation on Client: WiFi

Trial 1: Transmitting 1518 byte frames at 30.0kpkts<sec

Trisl 1: Transmitting 1518 byte frames at 30.0kpkts-sec
Completed: Frame Loss Rate for Group: WiFi client(s) 1z 98.33%

DUT/SUT recovery time waiting 5.0 ssconds
DUTASUT recovery time waiting 4.0 seconds
DUT#SUT recovery time waiting 3.0 seconds
DUT/SUT recovery time waiting 2.0 seconds
DUTASUT recovery time waiting 1.0 seconds
DUTASOT recovery time waiting 0.0 seconds

Conpleted: Report C:UzershcmateiVeriWave-Wavehpps-Results~20140428-122506Report_rate ws range =2.pdf generated

Thank vou for using VeriWave (http: - vwww.verivave. com)

Completed: Report C:\Users\cmatei'\VeriWave\Wave Apps*Results'20140428-122506\Report_rate_vs_range_s2 pdf generated.
Thank you for using VeiWave fhttp //www veriwave com)

m

Figure 45. Test progress

7. All results will be automatically saved in the defined results folder and a complete pdf report
is generated. Test results from running 1518 bytes frame size are displayed below:

Forwarding Rate vs. Path Loss for 1518 bytes

500.00Mbps= ——WiFi

400.00Mbps—|

300.00Mbps=

200.00Mbps—

100.00Mbps—]

0.00000bps T T T T 1
2000 30.0 40.0 50.0 60.0 70.0
Estimated Path Loss (dB)
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1518 | 50000.0 1 10.0 | WiFi Ilac F0005.8 | 6072705051 41739.0 | 5135571358 16.5 -20.0
1518 | 50000.0 1 10.0 | WiFi Ilac 498902 | 605867102.3 41883.0 | 515327917.4 16.1 -25.0
1518 | 50000.0 1 103 | Wil llac $48590.9 | 5900874657 40675.6 | 5004726751 16.3 -30.0
1518 | 50000.0 1 10.0 | WiFi Ilac $9988.7 | 607062772.8 42091.7 | 517896276.8 15.8 -35.0
1518 | 50000.0 1 10,0 | WiFi llac $49996.6 | 6071587104 102754 | 126428521.6 795 -40.0
1518 | 50000.0 1 10.0 | WiFi llac $0005.0 | 607260721.7 0.0 0.0 100.0 -45.0
1518 | 50000.0 1 10.0 | WiF1 Ilac 300348 | 6076230337 0.0 0.0 100.0 -30.0
1518 | 50000.0 1 10,0 | WiFi 1lac 30007.1 | 607286303.9 0.0 0.0 100.0 -55.0
1518 | 50000.0 1 10.0 | WiF1 Ilac J§0028.7 | 607548881.1 0.0 0.0 100.0 -60.0
1518 | 50000.0 1 10,0 | WiFi llac §0027.4 | 607533078.1 0.0 0.0 100.0 -65.0
1518 | 50000.0 1 10.0 | WiF1 Ilac 300334 | 607606015.0 0.0 0.0 100.0 -70.0

8. Save a copy of the test configuration for later use

Result Analysis

The results of the test show the behavior of the rate adaptation algorithm used by the SUT to
maximize transfer rate as the client increases distance.

Ideally, the SUT should start at 100% if its maximum forwarding rate for the specified test
condition and keep this value constant as the path loss is increased. When the received signal
at the SUT reaches the signal-to-noise ratio (SNR) threshold for the used modulation coding
scheme (MCS), the AP should select a lower MCS rate according to the new signal condition
(SNR or FER).

The forwarding rate should continue to decrease uniformly with increasing path loss until it
reaches the point at which the SUT can no longer receive packets properly. From this point on,
the received signal at the SUT is lower than the required SNR level for the lowest MCS and the
forwarding rate should go to zero and remain there for the rest of the sweep. A SUT with a more
sensitive receiver or a higher power transmitter will cause the transfer rate to drop off at higher
path loss.

From the current test results, it can be observed that the SUT had good performance until the
attenuation reached 35dB and after this point, as the attenuation increased the forwarding rate
immediately dropped to zero and remained there until the end of the testing. This indicates that
the adaptive rate mechanism was not using all MCS indexes to compensate for the signal
decrease. SUT configuration or adaptive rate mechanism implementation can be the source of
such behavior.

Troubleshooting and Diagnostics

The following table lists the common access point performance problems and the tips to
troubleshoot these problems.
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Issue

The test fails
because the
clients cannot
connect to AP

Test Case: Rate vs. Range Test

Troubleshooting Tip

Make sure that the client configuration of the Ixia Wi-Fi client matches
the configuration of the AP. Double-check settings like “no. of spatial
streams” in accordance with the cabling scheme, channel bandwidth
MCS rate, or Guard Interval. Security settings are another place to look
for configuration mismatches.

Verify that the AP is properly configured to support 802.11 ac- mode
operation.

Also note that some APs have a preferred antenna for transmitting
management frames. Consider trying a different cabling sequence
between the Ixia test equipment and the AP.

The test starts but
the SUT is not
using the
maximum
forwarding rate
(for zero path
loss)

The signal level at the SUT should be above the threshold for highest
MCS rate.

The SUT or simulated clients are not properly configured (no. of
streams, MCS rate, aggregation, guard interval.

Forwarding rate
does not decrease
during the test

The signal received by the SUT is above the MCS threshold used
during the test. You may increase the maximum attenuation level in the
Test Configuration page up to -50dBm, or add additional external fix
attenuator (20 dB or 30 dB.)

Forwarding rate
dropping to zero
while adding one
attenuation step

Check the SUT configuration to ensure the Adaptive Transmission Rate
mechanism is enabled. Some APs do not properly adjust the
transmission rate while the Wi-Fi client moves away from the AP and
continue to use the initial MCS until the connection is totally lost.
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Test Variables

Test Case: Rate vs. Range Test

The following table lists the parameters you can vary when performing this test.

Test Variable Description

Frame Size / Intended
Load

Testing should be conducted at different frame sizes to ensure
that there are no algorithmic bugs that cause performance
degradation at specific frame sizes.

Initial/Final/Decrement
Power Level

By selecting the entire range you can gain a complete picture of
device behavior (DUT) and see how the MCS changes while the
received signal is decreasing (as the client moves away from the
AP). Changing the power levels allows you to focus on a specific
range of received signal and analyze specific MCS changes.

Encryption

802.11 makes extensive use of encryption to protect data frame
contents. Testing should be conducted with no encryption, TKIP,
and AES encryption (also known as open, WPA, and WPA2,
respectively).

Client PHY
Configuration

Each MCS index, channel bandwidth, and guard interval
condition should be tested to ensure that transmit and receive
chains work as expected across all encodings.

Channel Model

Apply each of the IEEE channel models in the 802.11 client
options tab. Each channel model should have no impact on
performance relative to the bypass (no interference) mode in a
well-designed receiver.

Trial duration/ Number
of Trials

During a trial the SUT can change MCS to transmit data,
especially when the SNR is marginal. Adjusting these
parameters will show whether the SUT behavior is constant and
independent of the time and amount of traffic passing through

IPv6

Enable IPv6 and re-run the tests. For a true layer 2 AP, the
performance should be identical. However, many APs perform
some operations at layer 3 and can see significantly lower
performance with IPv6 enabled.
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Conclusion

Test Case: Rate vs. Range Test

A Rate vs. Range test is a very good tool to identify problems with the SUT and determining
whether to adjust its MCS rate to cover a large area. For high signal levels and small FER, the
SUT should start with high MCS (eg. MCS 9) and decrease it accordingly as the simulated client

moves away from AP.

If the AP does not smoothly and stably adjust the transmit phy rate down versus range, this will
lead to decreased capacity supported by the AP due to excessive retries. This test represents
an easy way for testing engineers to see complete device behavior or to narrow down and
identify the root cause of the problem.
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