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How to Read this Book

The book is structured as several standalone sections that discuss test methodologies by type.

Every section starts by introducing the reader to relevant information from a technology and
testing perspective.

Each test case has the following organization structure:

Overview Provides background information specific to the test
case.

Objective Describes the goal of the test.

Setup An illustration of the test configuration highlighting the

test ports, simulated elements and other details.

Step-by-Step Instructions Detailed configuration procedures using Ixia test
equipment and applications.

Test Variables A summary of the key test parameters that affect the
test’s performance and scale. These can be modified to
construct other tests.

Results Analysis Provides the background useful for test result analysis,
explaining the metrics and providing examples of
expected results.

Troubleshooting and Provides guidance on how to troubleshoot common
Diagnostics issues.
Conclusions Summarizes the result of the test.

Typographic Conventions

In this document, the following conventions are used to indicate items that are selected or typed

by you:

o Bold items are those that you select or click on. It is also used to indicate text found on

the current GUI screen.

¢ ltalicized items are those that you type.
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Dear Reader
Ixia’s Black Books include a number of IP and wireless test methodologies that will help you become
familiar with new technologies and the key testing issues associated with them.

The Black Books can be considered primers on technology and testing. They include test methodologies
that can be used to verify device and system functionality and performance. The methodologies are
universally applicable to any test equipment. Step-by-step instructions using Ixia’s test platform and
applications are used to demonstrate the test methodology.

This tenth edition of the black books includes twenty-four volumes covering key technologies and test
methodologies:

Volume 1 — Higher Speed Ethernet Volume 13 — Video over IP

Volume 2 — QoS Validation Volume 14 — Network Security

Volume 3 — Advanced MPLS Volume 15 — MPLS-TP

Volume 4 — LTE Evolved Packet Core Volume 16 — Ultra Low Latency (ULL) Testing
Volume 5 — Application Delivery Volume 17 — Impairments

Volume 6 — Voice over IP Volume 18 — LTE Access

Volume 7 — Converged Data Center Volume 19 — 802.11ac Wi-Fi Benchmarking
Volume 8 — Test Automation Volume 20 — SDN/OpenFlow

Volume 9 — Converged Network Adapters Volume 21 — Network Convergence Testing
Volume 10 — Carrier Ethernet Volume 22 — Testing Contact Centers
Volume 11 — Ethernet Synchronization Volume 23 — Automotive Ethernet

Volume 12 — IPv6 Transition Technologies Volume 24 — Audio Video Bridging

A soft copy of each of the chapters of the books and the associated test configurations are available on
Ixia’s Black Book website at http://www.ixiacom.com/blackbook. Registration is required to access this
section of the web site.

Ixia is committed to helping our customers’ network perform at its highest level, so that end users get the
best application experience. We hope this Black Book series provides valuable insight into the evolution
of our industry, and helps customers deploy applications and network services—in a physical, virtual, or
hybrid network configuration.

Bethany Mayer, Ixia President and CEO
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Test Methodologies

This Audio Video Bridging black book provides several examples with detailed steps showing a
user how to use Ixia applications and solutions to achieve comprehensive performance testing
and validation for Audio Video Bridging.
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Introduction

Traditionally, audio/video network used specialized network that could handle the time-sensitive
nature of the audio/video traffic. These special networks were analog one-way, single-purpose
and point-to-point. Having a dedicated and specialized network for audio/video worked well for a
long time. However, there were many drawbacks to this approach. First one being the additional
Opex and Capex associated with the specialized networks. The maintenance and support for
these specialized networks incurred huge expenditure. Soon, there was need for a generalized
network that could scale well and keep up with the demands of bandwidth hungry audio/video
applications. Conforming to the standards was another important requirement as it enabled the
customers to have a choice among the vendors, and avoid costly upgrades to support higher
speeds/bandwidths. Another important requirement was to avoid managing two networks side
by side i.e. LAN network for best-effort traffic and specialized network for audio/video
applications.

Figure 1- Convergence to Ethernet

Fortunately, Ethernet did meet these requirements. It was simple, standard and widely
available. If Ethernet could be made to carry time-sensitive applications then there was a way to
converge the LAN and audio-video networks. Convergence to a single network is not a new
thing. Traditional Storage networks have converged with the LAN networks with the use of
Ethernet and provided similar benefits in terms of savings in Opex and Capex. However,
Ethernet did lack some of the features offered by the specialized networks. So IEEE undertook
the task of defining standards that enabled Ethernet to provide support for time-sensitive
applications. The collection of these standards is commonly referred to as Audio Video Bridging
(AVB) standards.
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AVB has been finding its application across many industries- Automotive Ethernet, Professional
A/V, Home Consumer Electronics and Industrial Ethernet. In the next section, we will focus on
AVB for Professional A/V and some of the relevant test cases.
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AVB for Professional A/V

Ethernet was meant to carry best-effort traffic and did not provide any guarantees for the QoS or
delivery time. While best-effort traffic could be retransmitted and could be dropped, time-
sensitive traffic could not be dropped and had a low tolerance for jitter as shown in the image
below.

Figure 2 — QoS requirements of Video

Reliability

Video has very strict requirements in terms of loss. For example, if I-frames are lost, then entire
picture is lost. Similarly, when audio traffic is sent in real time, it cannot incur any loss as
retransmission is not a possibility. In short, delay, loss and jitter affect these time-sensitive
applications more than best-effort traffic. Guaranteeing QoS necessitated that the resources to
forward the traffic with bounded delay were always available. Another important aspect was a
mechanism that confirmed the availability of these resources before transmitting Audio/Video
traffic.

The algorithms available to queue and forward the best-effort traffic could not be used for time-
sensitive applications. Because AVB frames cannot be dropped, a new algorithm was required
that could forward the AVB frames quickly and efficiently. Since time-sensitive traffic also carries
highly time-critical traffic such as emergency announcements, the algorithm needed to allow
pre-emption of all the other traffic in favor of emergency traffic.

Bounded Delay
Time-sensitive applications like Audio/Video have very stringent requirements in terms of delay
and quality. For example, video has to lead the audio so as to avoid lip sync issues, while audio

channels must be within a certain window of delay of each other. Hence, Audio/Video
applications require both bounded delays and time synchronization among the connected
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devices. Bounded delay ensures that the Audio/Video content is available to be replayed before
a specified time.

Synchronization

Time synchronization among the connected devices ensures that these devices have the same
sense of Wall-Clock time. To allow the devices to have the same sense of time, the path delay,
gueuing delays and clock rates have to be compensated for. The audio/video streams can carry
a presentation time that tells the receiving device the time the content should be replayed. This
time is referred to as Presentation time. Only when devices have the same sense of time, they
can align the replay at the presentation time. Since Audio and Video streams travel from
different paths with different sample rates, presentation time allows both contents to be replayed
in sync on the receiver.

Bringing Analog and Digital worlds together

Audio video traffic was analog in nature while the various network control for the amplifiers and
loudspeakers used the Ethernet control traffic. Using AVB, now Audio Video traffic can also be
sent over Ethernet data using digital encoding. Another advantage of this approach is that it
eliminates the need for A/C to D/C conversion and vice versa.

Satellite Receiver TIVO
Audio Receiver DVD Player
AVB Switch
[ ] —]
=
=
——
o e olle oo lloo
® 0D C ] o0
Keypad
Amplifier
Wi-Fi Router
Laptop Speakers

Figure 3 — Networked control of Audio/Video Traffic

Protecting AVB Domain

AVB networks were designed to carry both time-sensitive applications and best-effort traffic.
Since the latency and loss requirements of these two traffic vary a great deal, it was important
that AVB switches could recognize the presence of non-AVB switches and create AVB
boundary on ports.
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AVB

Endpoint

AVB
Endpoint

AVB \
Endpoint

Non-AVB
Endpoint

AVB
Endpoint

Endpoint )
Domain 1 | Q AVB Doma_ln Boyndary Port
\ ............................. - / —— AVB Domaln 1 Llnks

=== AVB Domain 2 Links
= Best-effort Links

Figure 4 — Protecting AVB Domain

The AVB Domain boundary should extend only to the devices that are capable of meeting the
above requirements. If there are non-AVB capable devices between two AVB capable devices,
then the AVB capable devices are not included in the AVB domain. This way both AVB and non-

AVB traffic can be carried over a LAN network.
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AVB Standards Overview

IEEE has defined many standards for AVB. The combination of these standards define the
requirements of an AVB network. There are four basic requirements:

Low and
deterministic Resource
worst case delay reservation
(2 -50 ms)

Queuing and
Forwarding of
Time-Sensitive

Applications

AV Transport

Figure 5 —-AVB Fundamental Requirements

Low and Deterministic Delay (2-50 ms)

Ethernet Networks already supports packet based synchronization using protocols like PTP.
PTP offered a great deal of accuracy for packetized networks. However the servo machine of
the PTP was very complex. So a specialized version of PTP called gPTP was proposed by the
standard IEEE 802.1AS. gPTP used peer to peer communication and offered a much simpler
state machine. The gPTP protocol is a subset of the PTP protocol. gPTP imposes the use of
two step clock and Peer-to-Peer Delay mechanism to synchronize the devices in the network
and allows for fast reconfiguration. Using the BMCA algorithm defined in gPTP, AVB systems
form a hierarchy of clocks. This way the synchronization is passed from the Grand Master to all
the end stations.

Resource Reservation

IEEE 802.1Q Clause 35 defines a new protocol- Stream Reservation Protocol. This protocol
enables the resources to be reserved for a time-sensitive application before its transmission.
This is a powerful tool as it enables the AVB end-stations to automatically configure a bridged
network for required resources without the need of administration.
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The SRP has three main components: Talker, Listener and Bridge. The Talker is responsible for
advertising the resource reservation message towards the listener. The resource reservation
message has the QoS and bandwidth requirements. The reservation message is forwarded by
the bridge, which will also add the latency to the accumulated latency so far. The Receiver will
register with the stream based on the accumulated latency and send a Ready message towards
the Talker. The intermediate bridges will reserve the required resources and forward the Ready
to Talker. The Talker can start transmitting the AV content on receiving the Ready message.

Quevueing and Forwarding of time-sensitive applications

IEEE 802.1Qat defines a new algorithm Credit-based Shaper (CBS) Algorithm. Audio video
contents requires low latency and consumes more bandwidth than the best-effort traffic. As the
memory in the bridges in limited, it is important to transmit audio-video traffic without undue
delays. The CBS Algorithm spaces out the AVB Traffic Stream frames as far as possible. The
algorithm uses the bandwidth reservation information calculated by SRP. The spaced out traffic
prevents the formation of long bursts of high priority traffic. The CBS algorithm shapes the AVB
traffic such that the bandwidth reservation requirement is met for each AVB traffic stream.

Another function of this new algorithm is to protect AVB traffic from the best-effort traffic, thus
the algorithm forms a boundary between AVB and non-AVB domains and re-maps parameters
that could be common between AVB and non-AVB traffic.

AV Transport

IEEE 1722 Standard define a layer 2 encapsulation for Audio/Video traffic. The protocol enables
timestamps to be embedded along with the data. The timestamps are called presentation
timestamps. These presentation timestamps represent the time at which the content has to be
replayed at the Listener. The protocol takes advantage of the SRP and gPTP protocols to
embed the presentation timestamps and data in the traffic stream.
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Testing AVB for Professional A/V Use Cases

Following sections detail the test requirements, test steps for professional Audio Video Bridging
use cases and detailed test steps using Ixia equipment and software.

Test AVB Stream Reservation

Objective

Setup control plane reservation for streams with different VLAN priorities (Different VLAN
priorities will indicate different class of streams) and check whether DUT is able to reserve the
streams belonging to both classes.

Test Prerequisites

e The test tool must be capable of emulating Talker and Listener and to trigger bandwidth
reservation using MSRP.
e The test tool must be capable of configuring the properties of a stream such as Traffic
Specification, Class and Data parameters.
e The test tool must be capable of displaying the status of reservations in both Talker and
Listener emulations.
¢ The tool must be capable of generating 1722 frames
o With random length (even exceeding the reserved Bandwidth)
o Atrandom time moments or in bursts with configurable burst lengths.

Setup

The setup for this test requires at least two test ports which are connected via an AVB Bridge.

IXid IXid
s ) ><
Y &~ -
AVB Bridge
MSRP Talker MSRP Listener

Figure 6 - AVB Stream Reservation

Methodology

e One of the test port simulates a Talker and the other port simulates a Listener.

e The Talker sends reservation requests for two streams belonging to two different classes
(VLAN Priority 3 and 2).

e The listener subscribes to both streams advertised from talker side.

e The DUT is expected to allow reservation for streams up to its reservation limit.

o 1722 encapsulated Traffic is sent from the Talker port for the reserved bandwidth.
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¢ Verify that the DUT honors the bandwidth reservation for both Class A and Class B
traffic for different frame rates.
e Optionally observe the DUT behavior when the traffic exceeds the reserved bandwidth.

Test using IxNetwork
1. Select one Ixia port and add MSRP Talker and gPTP from NextGen Protocol Wizard.

1] Protocol Wizard (=@ = |
e 3 o

y Protocols IxNetwork
" Lda Poris 3

Classic
=z
Al the pratocots you know

with familiar features

NextGen

Better scaling, more control
Limited set of protocols

Quick Select Protocols

| Basic LDP | Targeted LDP

LI RSVP-TE L Static-MPLS

L/ LDP PW/VPLS LI LDP Other PWs

LI LDP VPLS using BGP AD L_| BGP VRF/GVPE

| BGP VPLS L2Site || BGP AD for LDP VPLS

L|IGMP Host L IPTVvA B
L IGMP Querier LI MLD Host

LI IPTVvE LI MLD Querier

L PIMw4 L PIMvE

L | BGP LI BGP+ =
LJ18I5-13 L_| OSPFv2

L | OSPFv3 1| MSRP Talker

LI MSRP Listener

LptP [x] gPTP 5

Prev Finish Cancel

2. In The MSRP Talker configuration grid change the Stream Count to 2.

Topology 1 /\. /x ol
fm————————— - ———— ' O - - H:F New Topology
- i ek | =
- Device Group 1 i | -
| % 1 device —(— ' w
o |
I | -
BTN s BT F Y
| Ethernet 1 1 "
[ | |
. i
Details for MSRP Talker 1
Protocel Settlngs)_ MSRP Talker T Streams Domains |
Ports Device# Status Active |Protocol Version | Join Timer{ms) | Leave Timer(ms) | Leave All Timer(ms)j Stream Count | Domain Count (JAdvertise As | Advertise VLAN Membership
El MSRP Talker 1: 1 ports } b1 Mot Started 4 0x00 200 600 10000 2 2 DoinMt 4
[E] Ethernet - 001 P H#L @ Mot Started v 0x00 200 500 10000

3. Inthe Streams configuration Tab change the stream related parameters. Configure
different priorities for the two streams. This will indicate that the two streams belong to
different classes.

PN 915-2639-01 Rev A December 2014




Testing AVB for Professional A/V Use Cases

Topology 1 f\. ’_\ il
,77———7———7——"—@{ ——————————— \ e [><] - New Topology
! (g i ok (=
Device Group 1 Ht =
| X -
IR s al &
| |8
O TN conscnsen [NE"=TON IS
|
| Ethemet 1 1 !
L _______ | |
Details for MSRP Talker 1
Protocol Settings » ¢| MSRP Talker Domains
Ports Devices T@s | Active | SourceMAC | UniquelD Stream D Stream Name Destination MAC VLAN ID | Max: Frame Size | Max Interval Frames| Data Frame Priority ||~ Rank | Port Tc Max Latency (ns)
©  Steamsiiiports b W 1(x2)  MotStarted [V Subset Custom  List: 1101000001001, 1101000010002 Stream - {Inc:1, 1} Inc: §1:e0:F0:00:fe:0D, 00:00:00:00:00:01 2 100 £ 3
© Ethemet-001 ) [ #1 @ MotStarted| [  00:11:01:00:00:01 1 0x0011010000010001 Stream -1 91:00:0:00: fe:00 2 100 L 3
D H #1 (@ MNotStarted [¥ 00:11:01:00:00:01 2 0x0011010000010002 Stream -2 91:00::00: fe:D1 2 100 1 2
Al | Basic | Streams | DataFrameParameters | Tspec | Priority And Rank | Latency F i

4. Configure 2 domains — one as class A and another as class B since we have configured
two streams belonging to two different priorities.

(__________Iu_plllo_gy_l ___________ 1 (Q,—\ %!i Mew Topology
- : — & _ @
Device Group 1 1 -
tl{m 1 device "I_x’—| : b w /})

|
| e T st | 1pon
| Ethemnat 1 | |
'\ _ | |
\ o ________ J
Details for MSRP Talker 1
Protocol Settings » <) MSRP Taker | Streams
Forts Device# Active | 5R Class ID | SR Class Friority | SR Class VID
E Msrp Talker Domains 1: 1 ports 1(x2) V| & hE 2
=] Ethernet-001 #1 | 2
#1 "l 2

5. Select other Ixia port and add MSRP Listener and gPTP from NextGen Protocol Wizard.
The ixia listener is preconfigured to subscribe to all streams that it receives
advertisement of. Change the role of gPTP to Master at either Listener or the Talker

side.
Topology 1 /\-/\\I Topology 2
frm T T T T oo oo ———— - | - - e e !
| = . — & (> Lo = A I
; Device Group 1 .—| ; Device Group 2
| p iPdml - | 1x ] |
| % 1 device —”—‘ ! - /}) | % 1 device |
) I s I I
: : PTP 1 MSRP Talker 1 Streams 1 : 1 l’i‘oft ' 1 pbrt : MSRP Listanar 1 PTP 2 : :
1| Ethemnet 1 | | : | Ethernst 2 |l
\ oV o ____ | | | Ve o o e e J |
b e e e e e e e e e e e e e ) S ]

6. At this stage start all protocols in IXNetwork and check the colors come green in the
scenario.
7. Check the Learned Stream database to for the reservation status.
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Topology 1
F-- T T T TS T T T T T T T T i
| —
| E@ Device Group 1 .—| 1x :
| 1 device : (=
[ pr— —
: | [ pea |TETEITEY) steamsi J 1¢m
P Ethemet 1 |1 |
ol e o e e e o o e  _____ l |
b e e e J
Details for MSRP Talker 1
Protocol Settings » <| MsRPTaker | Streams | Domains |
Forts | Device# | Status Active | Protocol Version | Join Timer{ms) | Leave Timer(ms) | Leave All Timer(ms) | Stream Co
) MSRP Talker 1: 1ports [+ W 1 lof 1Up 0x00 200 &00 10000
5] Ethernet-001 N R = 500 10000
Start
Stop
Restart Down
All Abort
1
. Datab
5| select Views.. Protocols Summary P MSRP Talker Per Port
I ———— alker Domain Uatabase
Port Sessions Up |Sessi0ns Down |Se Get Talker VLAN Database ERP Packet T |MSRP Packet Rx |MSRP Listener Rx |MSRP
b 1 |Ethernet-001 1 0 Get Talker Databases 4 5 4
Clear Talker Databases
Show Ports Level
Expand All
Collapse All
e

8. The stream database will show all details of the attributes exchanged. From this
database view the status of reservation for each stream can be checked our along with
the reason for failure. For example the stream id for which talker has received Listener
attribute with Declaration Type set to “Listen Ready”, will have proper BW reserved by
the AVB Switch.

e ———— ]

[ IxNetwork

+ MSRP Talker Talker Stream Database Learned Info

« Ethernet - 001 Attribute Type | Stream ID | Destination MAC | VLANID ‘ Max Frame Size ‘Max]nt&rva\ﬁa‘.“ Priority ‘ Rank ‘ Latency (ns) ‘DEdarahwnTyDE | Applicant State |
NA

[/ MSRP Talker 1 Talker1D - 1 »| Taker Advertise  0x00110100000... 91:e0:f0:00:fe:00 2 100 1 3 1-donemergency 20 QA

Taker Advertise  0x00110100000... 9L:e0:f0:00:fe:0l 2 100 1 F 1-Nonemergency 20 NA QA

Listener 0x00110100000... NA NA NA NA NA NA NA Listener Ready VO

Listener 0x00110100000... NA 1A 1A A nNA NA NA Listener Ready VO
[

9. The frame size can be changed for a 1722 traffic from the traffic wizard.

H Frame Setup

@ Rate Setup

Al Encapsulations - Same settings will be applied ko all (1) encapsulation(s)
é Flow Tracking _
—— Frame Size

ﬁ):? Protocal Behaviars | Fixed &5 IDUD

}i:_ﬁ Preview Increment

I Ly Random

g? walidate |

[ | M

10. To change the way traffic is sent from the source port one needs to change the
parameters in the rate setup in traffic wizard. For example, to send AVB traffic in bursts,
select the “Burst” option in the Flow Group Transmission mode and configure the Packet
count and inter burst gap. The interleaved mode will send the packets in an interleaved
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manner from each flow groups — i.e. for each streams if each stream is configured as a
separate flow group. In the sequential mode it will send all packets from one flow group
before moving to the other.

All Encapsulations - Same settings will be applied to all {1} encapsulationis)
é Flow Tracking
Traffic Item Tr ission Mode —— Flow Group Tr ission Mode

2 : Frokocol Behaviors =
@9 0! Inkerleaved (L) Continuaus Packet Count: 1
|F.. = . 5 .
.Q Previeuw () Sequential () Fizeed Packet Count Minimum Gap 12| bytes

validate The Interleaved Transmit mode will interlzave the () Fizted Tteration Co... st

: packets from each Flow Group when sending Traffic Burst Gap

(7 Fixed Duration

() Burst (Auto)

Round Robin Packet Ordering

Replication Mesh Count 1

Howitwillockonthe wre: [HEJEIN EBEEDNE ED

Observable Results

1. By observing the learned database and the control plane statistics, it can be verified
whether DUT reserves bandwidth according to the AVB standards.

2. By observing the Loss/Latency etc. parameter, it can be verified whether DUT complies
with the traffic forwarding expectations.

3. By increasing number of Talkers/Listeners/Streams, it can be verified whether the DUT
is able to achieve expected scale.
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Test Synchronization

Objective

Identify IEEE 1588/802.1AS frames based on destination address, extract protocol specific
information from the fields, and show statistics regarding extracted fields.

Test Prerequisites

e The test tool must be able to emulate gPTP Grand Master and Slave.
e The test tool must be able to run BMCA and setup a clock hierarchy in AVB domain.
o The test tool MUST allow to advertise different Grand Master properties.

Setup

This test requires one or two ports Ixia ports connected to the DUT.

IXla IXia
\\(\ e
P ey AN
- m
gPTP Grand Master AVB Bridge (BC) gPTP Slave

Figure 7 - Synchronization

Methodology

e Configure master clock on one of the test ports and emulate slave on the other test port.

e The DUT receives the synchronization information on the master from the master port
and forwards it to the slave port

o The Slave clock emulated on test port will run the BMCA and should select the DUT port
connected to it as Master.

o Verify the message exchange between the test ports and DUT.

o Repeat the above test for various Sync message rates.

Test using IxNetwork

1. Generate a gPTP scenario described above by dragging the “802.1AS Master Slave”
predefined resource from Minimized Scenario toolbar available in the Scenario view.
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O EE-a- |>; 2 @) oy’ v||_‘|jl||“,|7 Scenario Tools TxMetwerk [config_master_3 slaves bridge.xncfg] o R
Home Automation Results / Reports Views Scenario Layout & About
&I+ T oo
§ ot
W EE
Protocals Actions New Test Grid Resource
- - Topology Options Operations ~ | Manager ~
Actions Build Edit Test Grid Resource
uﬂﬂ Owerview [\ -
= aPTP Master ,\ gPTP Slaves - - E
L /e b i :
| I f 1 |
1 ;3 Master e ! - - | . f )"(’ Slaves l =
~ @ Ports o 1 device —|—’-| | - ! '— i 1 device | 3
a8 Chassis " | [ g | | : =zl
| | =5 L=
_ - gPTP Master Peer | 1 port 1 port | aPTP Slave Peers : | =
~ (3 Protocols L Ethemet 1 | | | | Ethemet 2 )l Recent
Classic Frameworic I J | | L o2 !
T | I Broadband Act
4 Protocol Interfaces ettt ! g OB
Static Details for Scenario DataCenter
MextGen Framework Name | Scaling Factor | Total Count | Protocals Ethernet/IPv4/IFve
Ethernet
) B < b W gPTP Master
& re MPLS
W Master 1 1 Ethernet, PTP
G Traffic ~ [ W gPTP Slaves MPLS VPN
P Impairments [ ][ selectviews.. |  Port CPU Statistics Protocols Summary ~ Port Summary  PTP Drill Down PTP Per Port Routing
T . - i - Timing and Synchronization
¥ QuickTests & Back 4% Ber Session Filtered by a YT 73 I
1588 Ethernet Unicast Master =
*}F Captures Topology |Devica Group Patt: Protocal Device# Stabus Configured Rale |PTF State Offset [ns]  [Max OF | Slave
¥ 1 |QPTP Master Master Ethernet - 1 gPTP Masker Peer 1 up Master  Grandmaster o 1588 IPv4 Unicast Master Slaw
2 |gPTP Slaves  Slaves Ethermet - 2 gPTP Slave Peers 1 Up Slave Slave 1,720
1588 IPvE Unicast Master Slaw
Time since last update: 10 days 23:50:39 Click the Refresh Statistics button on the Data ribbon to refresh datain all the On 8021 A5 Master Slave
E WA vesoms 101 u |0 T [ ]
GB265.1 Master Slave o

arown
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Go the Ports view and assign ports from the chassis connected to the DUT.

Start master session by starting the gPTP Master.

Let the DUT synchronize for a few seconds and then start the Slave session.

Check that the BMCA is negotiated properly by verifying that the emulated sessions are
in correct state (Grandmaster for the Master port and Slave for the Slave port). This can
be verified by looking at the Master Clock ID Column.

e .

gPTP Master gPTP Slaves

|r ! [53) I I
I >q) Master e - L 3¢ Slaves I
I hﬂ 1 device —’—‘ ' - ! _]— tli’lﬂ 1 device :
[ | L =

B o v oo SR Y, | .
1 | 1 port 1po 1 D
P Ethemet 1 | I I | Ethemet 2 P!
1o J | | | oo
. ___C ! \ - ---Z |

Details for gPTP Slave Peers, gPTP Master Peer

Protocol Settings » €| PTP Global Settings > €, PTP
Ports Deviced Skakus Session Info | PTP State Master Clock 10 Clock Role | Cuskomn Clock 10
| oPTeSlavepess dpots b O 1 e Sl e
[=] Ethernet -2 bl o#1 @ Up Slave 0x00:04:96.FF:FE:97:EH:6F Slave
PP Master e L ports b 0 1 Lot 1 st Inc
=] Ethernet -1 [ R @ Up Grandmaster  0:x00:00:00:00:00:00;00:00 Master

Go to PTP per Port statistics and check that the message counters for correct messages
types are increasing as expected (Announce messages should not be received on the
Grandmaster port after BMCA negotiation), based on the selected profile. Check that the
message rates received on the emulation ports are the ones configures on the DUT.
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Test Synchronization

Select Views. Port CPU Statistics Protocels Summary Port Summary PTP Crill Down PTP Per Port
Fort Sync Messages Received Rate  |Followlp Messages Received Rate  [PDelayReq Messages Received Rate  |PDelayResp Messages Received Rate
b 1 |Ethernet-1 0 a 1 il
2 |Ethernet - 2 9 g 1 1

7. Go the PTP Drilldown and check the Path Delay statistic — it should have a similar value
to what the DUT is currently calculating. Offset values should also be relatively low (20—
40ns).

Select Views.. Port CPU Statistics Protocols Summary Port Summary PTP Drill Down PTP Per Port

l&E Back o Per Session

Filte

Topology |Dewce Group Part: Protocal Devices# Status Configured Role |PTP State ‘Offset [ns] |Max Offset [ns] ‘Min Offsek [ns] ‘Avg COFfset [ns] |Path Delay [ns]
¥ 1 |gPTP Master Master Ethernet - 1 gPTP Master Peer 1 Up Master Grandmaster a a a 0 295
z |gPTP Slaves  Slaves Ethernet - 2 gPTP Slave Peers 1 Up Slave Slavel 4 1,720 -1,732' 1] 300

8. Experiment with different Sync packet rates on the Grandmaster and monitor Slave
offset stability. Big variations in offset are seen in the example below when the Sync rate
is lower on the Grandmaster (4pps) than the one configured on the DUT (8pps),
indicating that Syntonization is not performed properly. Also, spikes in offset can be
observed when rates are equal that are not seen when the rate on the Grandmaster is
larger than the one on the slave.

Select Views... Port CPU Statistics Pratacols Summary Port Summary PTP Drill Down PTP Per Port

KE Back - Per Session

Filter

ed

by &1l

Topology ‘Dewca Group Port Protocol Device# Status Configured Role  |PTP State Offset [ns]  |Max Offset [ns] [Min OFfset [ns] Awvg Offset [ns]  |Path Delay [ns] |1
¥ 1 gPTP Master Master Ethernet - 1 gPTP Master Peer 1 Up Master  Grandmaster i} a a i} 308
2 QPTP Slaves  Slaves Ethernet - 2 gPTP Slave Pesrs 1 Up Slave Slave -1,628 1,873 -1,930 1] 280

Again verify that BMCA has been properly negotiated by checking that the bridge inserts
its own Clock ID in Source Port Identity of messages, and the Clock ID configured in the
Master emulation in the Grandmaster information of Announce messages.

Topalogy |Device Group |Port |Protocol |Device# |Port Identity |Master Part Identity |Grandmaster Port Identity
b 1 |gPTP Master Master Ethernet - 1 gPTP Master Peer 1 00:13:00:ffF:fe:00:00:01 00:00:00:00:00:00:00:00  00:00:00:00:00:00:00:00
2 |gPTP Slaves  Slaves Ethermet - 2 gPTP Slave Peers 1 00:13:01:FF:Fe:00:00:01  00:04:96:FF:Fe:97:e4:6f 00:13:00:FF:Fe:00:00:01

9. Verify that all PTP characteristics, such as Clock Class and Clock Accuracy are taken by
the DUT through BMCA from the Grandmaster and advertised to the Slave clock.

Protocol |Device# |L0cal Clock Class |Master Clock Class |L0ca| Clock Accuracy |Master Clock Accuracy |L0ca| Offset Scaled Log Yariance
gPTP Master Peer 1 [ 0 The time is accurate to within 1 us IS 1]
gPTF Slave Peers 1 255 =] The time is accurate to = 10 5 The time is accurate to within 1 us 65,535

10. Change these values on the fly on the Grandmaster and see that they propagate to the
Slave
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Test Synchronization

Interval | Log DelayReq Inkerval | Strict Grank | Path Trace TLY | Priority 1 | Clock Class Clock Accuracy CiFfset Scaled Log Yariance | Priorik
second) 001 per second) W 123 7 The time is acourate to within 100 ns J500 243
second) 01 per second) v 1za 7 The time is accurate ko within 100 ns |S00 248
isparent | Negative Testing 4 m

mmary PTP Drill Down PTP Per Port
Filtered by &1l Sessions | W

Local Clock Class |Master Clock Class |Lu:u:a| Clock Accuracy |Master Clock Accuracy |Lu:u:a| Cffset Scaled Log Wariance

7 0 The kime is aocurate ko wikthin 100 ns T 500

255 The time is accurate to = 10 sI The time is accurate ko within 100 nsl 65,535

11. Monitor the variation of FollowUp Correction Field values when using different rates

Topology |Dewce Group |P0rt |Pr0t0c0l |Dewce# CF Sync [ns] |CF Sync Mazx [ns] |CF Sync Min [ns] ‘CF Followip [ns] |CF Followp Max [ns] |CF FollowUp Min [ns]
b 1 |gPTP Master Master Ethernet - 1 gPTP Master Peer 1 1] u] u] u] 1) 1]
2 |gPTP Slaves  Slaves Ethernet - 2  gPTP Slave Peers 1 0 a 1] 3,223,982 6,912,721 2,743,327

12. Check if the bridge is properly propagating UTC time from the Grandmaster to the Slave

Select Views.. Port CPU Statistics Protocols Summary Port Summary PTP Drill Down PTP Per Port

W& Back L) Per Session

Topalogy |Device SroUp Pork Protocal Dreviced Tirne k1 ITC Tirne k2 UTC Tirne £3 UTC
k1 |gPTP Master Masker Ethernet - 1  gPTP Master Peer 1 10 November 2014 17:12:38,392232740 11 Movember 2014 16:46:47. 710924662 11 Movember 2014 16:46:47. 716336636
2 |gPTP Slaves  Slaves Ethernet - 2 gPTP Slave Peers 1 10 Moverber 2014 17:12:39.53199746 11 Movember 2014 16:46:48.371900726 11 Moverber 2014 16:46:458. 374732246

13. Check the stability of the rates configured on the DUT by inspecting the inter-arrival time
of different message types on the Slave (Announce/Sync) and Grandmaster port
(PdelayReq)

Topology |Device Group Pork Protocol Deviceg I8 Announce [ns] (LA Announce Max [ns]  [IA Announce Min [ns]  |I6 Sync [ns] 1A Sync Max [ns]  |IA Sync Min [ns]
¥ 1 gPTP Master Master Ethernet - 1 gPTP Master Peer 1 o o o o o u}
2 |gPTP Slaves  Slaves Ethernet -2  gPTF Slave Peers 1 1,001,338, 420 1,001,338,420 1,000,725,600 92,433,140 97,305, 860 50,786,360

14. Check that the PDelay turn-around time is under 10ms (complies with 802.1AS chapter
B.2.3). To verify simply add a formula column “T3-T2” with the formula "Time t3 [ns]" -

"Time t2 [ns]"
Topalogy ‘DEVICE Group ‘Port Protocal Deviced Time £2 [ns] T3-T2 |T|me t3 [ns] 1 Insert Formula Column R E———
b 1 |QPTP Master Master Ethernet -1 gPTP Master Peer 1 1,415,746,690,345,569,062 1,239,264 1,415,746,690,346,808,326 e rich 3146,
Tir the: Right _
2 |gPTP Slaves Slaves Ethernet -2 gPTP Slave Peers 1 1,415,746,690,273,644,470 1,192,784 1,415,746,690,274,837,254 \ h 33854
Crltimn YirdH »

15. Verify that when a loss of Sync messages occurs (emulated through the Negative testing
tab) the DUT goes into Sync Receipt Timeout state, state that should be propagated to
the Slave session. This can be checked in the Session Info and PTP State columns of
the Slave session.

Details for PTP 1

Protocol Settings » €| FTP Global Settings > €| PTP

Forts Device# Announce Drop Rate (%) | Sync Drop Rate (%%) | FollowUp Delay (ns) | FollowUp Delay Insertion Rate (3t) | FollowUp Drop Rate (3t) | FollowUp Bad CRC Rate (%)
OO § : o 0 0 0 0
= Master [ RS 0 100 0 0 0 0
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Details for PTP 2

Protocol Settings » €| PTP Global Settings » €< PTP

Ports Device# Status Session Info PTP State Master Clock ID Clock Rele | Custom Clodk ID Clock Identity
= PTP 2: 1 ports D [ ! 0of 1Up Slave Inc: 0x00:00:00:01:00:00:00:01, 0x00:00:00:00:00:
El Slave W #1 @ Down gPTP Sync Receipt Timeout | Listening  0x00: 11:01:FF:FE:00:00:01 Slave

Al | PTP | Unicast Connection | Unicast Advanced | GB265.1 | gPTP | Advanced | Transparent | Negative Testing

16. Check that DUT complies with gPTP specific signaling messages by requesting different
rates from the Slave session. In the example below a 32 pps Sync rate and 8 pps
PDelayReq was requested, and it can be immediately seen in the Per Port rate window
that the DUT complied

E PP2iports | W 1 tof 1Up Slave Inc: 1 1, 0x00:00:00:00:00:00:00:01 IEEE 802.1A5 Peer Delay Multicast
[ Slave [ S @ Up Slave  Ox0D:1L:0L:FF:FE:00:00:01 Slave e 802,145 [ M semnnis B
Send IEEE 802.1A5 Signaling
All| PTP | Unicast Connection | Unicast Advanced | GB265.1 | gPTP | Advanced | Transparent | Negative Testing Start
St
] Select Views... Port CPU Statistics ~ PortStatistics  Tw-Rx Frame Rate Statistics ~ Protocols Summary  PortSummary  FTP Drill Down ~ PTP Per Port P
Restart Down
Port SyncMessages ReceivedRate | FollowUp Messages Received Rate | PDelayReq MessagesReceived Rate |PDelayRespMessages ReceivedRate |PDelayRespFollowUp Messages Received Rate | De
b 1 |Master ] 0 1 1 1
2 |Slave 8 8 1 1 1 Copy
L Select Views... Port CPU Statistics Port Statistics Tx-Rx Frame Rate Statistics Protocols Summary Port Summary PTP Drill Down PTP Per Port
Port SyncMessages Received Rate FollowUp Messages Received Rate |PDelayReq MessagesReceived Rate |PDelayRespMessages ReceivedRate |PDelayRespFollowUp Messages Received Rate
¥ 1 |Master [1] [1] 1 5 9
2 |Slave 32 32 8 1 1

17. Test performance by checking what packet rate the DUT can sustain for multiple
message types. In the example below it can be seen that from 128 pps and up message
rates can no longer be sustained by the DUT, because the FollowUp rate varies to that
point that the Slave begins to flap between Slave and Sync Receipt Timeout state

Port: |Syr|c Messages Feceived Rate |FU||UWUD Messages Received Rate |PDEIayREu Messages Received Rake |PDEIayREsD Messages Feceived Rate |PDEIayREsDFUHUwUD Messages Feceived Rate
b 1 |Ethernet-1 0 0 1 1 2
2 |Ethernet - 2 128] 114 1 1 1

18. Test scalability by checking what rates can be sustained when communicating
Synchronization information on different rates on multiple ports at the same time, by
simply connecting multiple ports from the DUT to the IxNetwork Slave DG. In the
example below we connected two more ports to the DUT, and requested from all 3
slaves a Sync message rate of 64 pps. Even though this rate can be sustained for 1
session, for 3 sessions the actual received rate is much lower and sessions flap between
Sync Receipt Timeout and Slave state, as can be seen in the figure below.
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gPTP Master /_\ /\ gPTP Slaves
] | /-H - ! |
I 3¢ Master b 1 b ! - I _r 3¢ Slaves I
I 'lmf 1 device l_x)—‘ ' [ ! l_x]—' Ijmﬂ 3 devices :
[ | - ot - I
b ! o port e siacpees NI
Lo gPTP Master Peer : 1 port 3 ports | : |
. Ethemet 1 I ! I ! Ethemet 2 P
o\ _ 2 | I e __ » |
| |

Details for gPTP Slave Peers

o || Select Views... | Port CPU Statistics Protocols Summary Port Summary PTP Drill Down PTP Per Port
Pork Sync Messages Received Rate  |Followlp Messages Received Rate  |PDelavReq Messages Received Rate  |PDelayResp Messages Received Rate
b 1 Ethernet-1 0 0 1 1
2 |Ethernet - 2 1] 55} 1 1
3 |Ethernet - 3 a7 a5 1 1
4 |Ethernet - 9 ald a7 1 1

19. Test scalability can also be checked by initiating multiple sessions on the same port,
over VLANSs (the 802.1AS prohibits the use of VLANs for gPTP by does mention that
logical point to point connections can traverse a shared medium).

20. The Request Response mechanism available in standard 1588 a scalability test with
multiple sessions on the same port can be ran directly and is supported by IxNetwork.

Master PTP /\ /\ Slave PTP
- ' = e e e —————

| | |
I |73@y  PTP Master ] - W I [5oox —<(35&y  PTPSlave !
f 500x 500x |
N aa 500 devices _{ (. i~ - ) j S| 500 devices :
o ! N g i Lo
o FTP Master : 1 port 1 port T
L eemetivan || | ! || Ethemet2(1vian) || |
|
| mem === - | S T e < |

Details for PTP Slave

Protocol Settings > €| PTP Global Settings > | PTP

Ports Device# Status Session Info | FTP State Master Clock ID Clock Role | Custom Clock ID Clock Identity
B - PETE 500 of 500 Up Slave v In: 0x22:00:00:01:00:00:00:0, 0x00:00:00:0(
= Slave bl £l @ Up Slave 0x11:00:00:00:00:00:00:01 Slave J 0x22:00:00:01:00:00:00:01
[ R @ Up Slave 0x11:00:00:00:00:00:00:02 Slave v 0x22:00:00:01:00:00:00:02
bl £3 @ Up Slave 0x11:00:00:00:00:00:00:03 Slave v 0x22:00:00:01:00:00:00:03
bl o£4 @ Up Slave 0x11:00:00:00:00:00:00:04 Slave v 0%22:00:00:01:00:00:00:04
bl £S5 @ Up Slave 0x11:00:00:00:00:00:00:05 Slave v 0x22:00:00:01:00:00:00:05
h W #a Lo Slave M1 1:00:00:00:00:00:00:06  Slave o M2 2:00:00:01:00:00:00: 06

Al | PTP | Unicast Connection | Unicast Advanced | G8265.1 | gPTP | Advanced | Transparent | Negative Testing

| w || Select Views... | Port CPU Statistics Port Statistics Tx-Rx Frame Rate Statistics Protocols Summary Port Summary PTP Drill Down PTP Per Port

ke " @ Per Session

Topology Device Group Port Prokocol Device# Skatus Configured Role  |PTP State Offset [ns]  |Path Delay [ns] |Sync Messages Received Rate
» 1 |Slave PTP FTP Slave Slave PP Slave 1 Up Slave Slave 1] 460 7
2 |Slave PTP FTP Slave Slave PP Slave 2 Up Slave Slave 1] 470 8
3 |Slave PTP PTP Slave Slave PTP Slave 3 Up Slave Slave 0 470 3
4 |Slave PTP FTP Slave Slave PP Slave 4 Up Slave Slave 1] 460 8
5 |Slave PTP FTP Slave Slave PP Slave 5 Up Slave Slave 1] 460 8
& | Slave FTP FTP Slave Slave FTP Slave [ Up Slave Slave 20 460 8
7 |Slave PTP FTP Slave Slave PP Slave 7 Up Slave Slave 1] 460 =]
8 |Slave PTP FTP Slave Slave PP Slave 3 Up Slave Slave 20 460 7
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Test Synchronization

Observable Results

1.

2.

Hw

Experiment with different Sync packet rates on the Grandmaster and monitor Slave
offset stability.

Verify that all PTP characteristics, such as Clock Class and Clock Accuracy are taken by
the DUT through BMCA from the Grandmaster and advertised to the Slave clock.
Change these values on the fly on the Grandmaster and see that they propagate to the
Slave.

Monitor the variation of FollowUp Correction Field values when using different rates
Check the stability of the rates configured on the DUT by inspecting the inter-arrival time
of different message types on the Slave (Announce/Sync) and Grandmaster port
(PdelayReq).

Verify that when a loss of Sync messages occurs (emulated through the Negative testing
tab) the DUT goes into Sync Receipt Timeout state.

Check that DUT complies with gPTP specific signaling messages by requesting different
rates from the Slave session.
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Test AVB Stream Transmission and Bandwidth Reservation

Test AVB Stream Transmission and Bandwidth Reservation

Objective

Reserve bandwidth for AVB streams and send both AVB traffic and non-AVB unreserved traffic
through the DUT. Check that, when in congestion, DUT is able to forward reserved AVB traffic
within permitted latency of AVB domain.

Test Prerequisites

e The test tool must be able to configure both AVB and non-AVB devices.
e The tool must be capable of measuring and checking that an AVB stream respects the reserved
bandwidth.

Setup
The setup for this test requires at least three test ports which are connected via the AVB Bridge.

IXIA Reserved AVB Traffic IXia
ﬁ

w -

R 4,.:" Ry
>
Emulated Talker AVB Bridge Emulated Listeners

IXia

w
Ry

Best-effort Traffic
Non-AVB Device

Figure 8 - AVB Stream Transmission and Bandwidth Reservation

Methodology

e The source port simulates one Talker and the destination port simulates one Listener.
There is another source port which is a Non-AVB device.

e The non-AVB source port will send unreserved traffic through the DUT and the AVB port
will send reserved traffic and thereby create congestion.

e The DUT should be able to forward the reserved AVB traffic.
As per the 802.1Qat specification DUT should only reserve up to 75% of the available
bandwidth. For example, if the DUT has a 1 Gig link, 750 Mbps can be reserved.
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Test AVB Stream Transmission and Bandwidth Reservation

Test using IXNetwork

1. Configure 5 streams of 200 Mbps each by changing Stream configurations in the
following manner:

Streams | Domains
Status Active | SourceMAC | Unique ID
) MNotStarted []  Subset Custom
@ MotStarted ¥  00:11:01:00:00:01 1
@ NotStarted [  00:11:01:00:00:01 2
@ NotStarted [ :
@ MotStarted [ :
@ NotStarted [  00:11:01:00:00:01 5

Stream ID
List: 1101000010001, 11010000010002...
0x0011010000010001
0x00110 10000010002
0x0011010000010003
0x0011010000010004
0x0011010000010005

Stream Name Destination MAC VLAN ID)
Stream - {Inci1,1} Inc: 91:0:f0:00:fe:00, 00:00:00:00:00:01 2
Stream - 1 91:20:f0:00:fe:00 2
Stream - 2 2
Stream - 3 : 2
Stream -4 91:20:f0:00:fe:03 2
Stream - 5 91:20:f0:00:fe:04 2

Max Frame Size | Max Interval Frames | Data Frame Fricrity Rank Fart Tc Max Latency (ns)
1000 3 3 -onemergency ERIENEGEG_
1000 3 3 ionemergency 20
1000 3 3 | tionemergency 20
1000 3 3 | tionemergency 20
1000 3 3 tionemergency 20
1000 3 3 | Nonemergeney 20

2. Verify that reservation of 3 streams (600 Mbps) will be allowed by the DUT and
reservation of 2 streams will fail. Check the Listener Stream database Info to verify that.

Attribute Type

b | Listener
Listener
Listener
Listener
Listener
Talker Advertise
Talker Advertise
Talker Advertise
Talker Failed
Talker Failed

WD | O O B LR e

Listener Stream Database Learned Info |

Stream 1D

(x22222222222..,
(22222222222,
Ox22222222222...
Ox22222222222...
(22222222222,
Ox22222222222...
Ox22222222222...
(22222222222,
OxZZEEEZZEEEE,.,
Ox2Z2222222222...

Destination MAaC WLAN ID Max Frame Size | Max Interval Fra. ..
MA MNa & A MA
MNA B MA A MNA
MA H& & WE) MA
MA MNa & A MA
MNA B MA A MNA
o1:e0:f0:00:ff:01 2 1000 3 3
arefoiomffoz 2 1000 3 3
9l:el:f0:00:fF03 2 1000 3 3
Jl:el:foi0ffind 2 1000 3 3
ar:e:foiomffos 2 1000 3 3

Priority Faank Latency Declaration Type
A [ Liskener Ready
Ma Mé Listener Ready
MA A Listener Ready
A [ Liskener Asking Failed
Ma Mé Listener Asking Failed
1 135552 H&
1 135552 MNa
i 135852 A
1 135552 M
1 135552 Ma

Now start 500 Mbps of Non-AVB Unreserved traffic from Talker port to Destination port.

Expectation will be that the traffic will get through since the DUT is not loaded at this

time.

Packet | Gos

Frame Setup

@ Rate Setup
é Flowe Tracking

&

:Q Preview

Flowe Group Setup

Endpoints

— Traffic Item

Traffic Mame

unreserved_best_effo

Type of Traffic

Raw

Flow Tracking

— Traffic Mesh

SourcefDest,  |One - Cne
Routes/Hasts  |One - One
Bi-Directional

Prokocol Behaviors

Allow Self-Destined

Praotacal Behaviors

&

Sl

i Preview

WA validate

)

|

All Encapsulations - Same settings will be applied to all (1) eng

— Traffic Item Transmi 1 Mode

() Intetleaved
() Sequential

The Intetleaved Transmit mode will interleave the

: packets from each Flow Group when sending Traffic

Found Robin Packet Ordering

Validate Replication Mesh Count: 1
—— Rate
() Ling rate 10,0000 | %
i i () Packet rate 1.00] per second
3 (€] LayerZ Bit Rate 500000000.00| |bps -
S
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Test AVB Stream Transmission and Bandwidth Reservation

H ” Select Views.. I Port CPU Statistics Port Statistics Protocols Summary MSRP Talker Per Pod Port Summary MSRP Listener Drill Dewn MBSRP Listener Per Port Traffic Item Statistics
Traffic Ikem Tx Frames  |Rx Expected Frames |Rx Frames  |Frames Delta | |Loss % ToFrame Rate |Rx Frame Rate |Tx Ll Rate (bps) |[Rx L1 Rate (bps) |Rx Bytes Tx Rate (Bps) |Rux Raf
b 1 | reserved_AVE_traffic o a o o 0.000 0.000 0.000 0.000 o 0.000
2 |unreserved_best_effort_traffic| 5,866,669 11,733,338 11,733,336 0.000 | 62,500.000  125,000.000 510,000,000.000 1,020,000,000... 11,733,33... 62,500,000.... 125,0

5. Now configure 600 Mbps of Reserved traffic for the AVB streams that is already
reserved.

O ©

= Traffic Itemy = —— Spurce / Destination Endpoin

All Encapsulations - Same settings will be applied to all (1) &l

RoutesjHasts  (One - One E2iERiz2izzizai0n0z

Flow Tracking 22122122:22:22:00:03

Ei-Directional

Flow Tracking
Packet | Qo3 § - 4 3 —— Traffic Item Tr ission Mode
Traffic Marne reserved_AME_traffic | Traffic Group § Tag Filkers \Mone select @9
Flow G o Protocol Behaviors -
o TR |Type of Traffic |AVE-IEEE 1722 |DestmhDn al =l = O Interleaved
B o :
= et Preview () Sequential
L ey :
¥ . AVE Streams g? Validate The Interleaved Transmit mode will interleave the
Rate Setup SourcefCiest.  |One - One 77177177: 22122, 22: 0001 = packets from each Flow Group when sending Traffic

mm%@@@g

[ 22:22:22:22:32:22:00:04 Round Rabin Packet Ordering
Probocol Behaviors

Allow Self-Destined [ 2zi22:22:22:22:22:00:05 Replication Mesh Count 1

Preview R p—

-

- L —— Rate
V Walidate :

s ) Line rate 10.0000
*) Packet rate 1.00| per second
I (B) Layer2 Bit Rate 200000000,00 ||

6. After starting the reserved traffic, expectation is that DUT will give higher priority to the
reserved traffic since there is a congestion now. Check from traffic statistics that
reserved traffic is going through with no loss whereas un-reserved traffic is incurring

loss.
e ” Select Views... ] Port CPU Statistics Port Statistics Protocols Summary MSRP. Port Summary MSRP Listener Drill Down MSRP Listener Per Port Traffic Item Statistics
Traffic Item Tx Frames  |RxExpected Frames |Rx Frames  |Frames Delta | ‘Loss U ‘T Frame Rate |Rx Frame Rate |TxLlRate(bps) [Rx L1 Rate (bps) |RuxBytes Tx Rate (Bps) |Rx Rate
v o1 reserved_AVE_traffic 1,549,908 3,009,816 3,009,812 0.000 72,000,000 144,001,000 587,520,000.000 1,175,048,160,,, 3,009,812.., 72,000,000.... 144,00
2 unreserved_hest_effort_traffic| 1,636,876 3,273,752 2,754,206 514,54 15.717 62,499,500 101,095,000 509,995,920.000 824,935,200.000 2,759,206... 62,499,500.... 101,09

7. Further, per stream drill down view will show per stream traffic statistics.

ol ” Select Views... I Port CPU Statistics Port Statistics Protocels Summary MSRP Talker Per Part Port Summary MSRP Listener Drill Down MSRP Listener Per Port Traffic Item Statistics User Defined Statistics
AVTR:Stream 1D
AYTP:Stream ID Fx Expected Frames |Tx Frames  |Rx Frames  |Frames Delta |Loss % Tx Frame Rate |Rx Frame Rate [TxL1Rate (bps) |Rx L1 Rate (bps) |Rx Bytes Tx Rate (Bps) |Rx Rate (Bps) |Tx Rate (bps) |Rx Rate (b
y 1 Ox2222222222220001 4,681,274 2,340,637 4,681,272 2 0.000 24,000,000 48,000,000 195,540,000,000 391,680,000.000 4,681,272,000 24,000,000.... 48,000,000.... 192,000,00... 384,000,
7 |(x2222222222220002 4,661,272 2,340,636 4,681,270 F 0.000  24,000.000 45,000,000 195,640,000.000 391,560,000.000 4,681,270,000 24,000,000.... 48,000,000.... 192,000,00.. 364,000,
3 Ox2222222222220003 4,681,270 2,390,635 4,681,270 0 0000 24,000,000 48,000,000 195,840,000,000 391,680,000.000 4,681,270,000 24,000,000..., 48,000,000.... 192,000,00... 384,000,

Observable Results

1. By observing the loss percentage and receive latency in the traffic statistics, it can be
verified whether DUT complies with the AVB standards.

2. The same test can be repeated with varying frame size and frame rate to check
performance of DUT.
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Verify Handling of Emergency Traffic

Verify Handling of Emergency Traffic

Objective

The objective of this test is to verify that DUT is able to pre-empt normal traffic in favor of
emergency traffic. The emergency traffic frame size and rate is varied to check that DUT is
always responding to the emergency traffic in standard compliant behavior.

Test Prerequisites

e The test tool must be capable of emulating MSRP Talker and Listener endpoints.
The test tool must be able to configure AVB streams for both emergency and non-
emergency traffic.

e The tool must be capable of measuring the loss and latency of AVB stream carrying
emergency and non-emergency traffic independently.

Setup
mla Hon emergency AVB Traffic I){I a
——

AT 4

A5 - ><
S
Emulated Talker AVE Bridge Emulated Listener

IXla

AT o
o

Emergency AVE Traffic

Emulated Talker

Figure 9 - Verify handling of emergency traffic

Methodology

e Configure Ixia Talker on two ports(one for sending non-emergency and another one for
sending emergency) and Ixia Listener on another port

e Bring up the SRP and gPTP control plane against the DUT
Make one stream reservation for normal AVB traffic and another stream reservation for
emergency traffic.

e Configure separate traffic items for normal AVB traffic and emergency traffic
Start the traffic.

o Change the frame size/rate for normal and emergency traffic and check the DUT
behavior.

e Start and stop the traffic item for emergency traffic and check the DUT behavior
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Verify Handling of Emergency Traffic

Test using IXNetwork

1. Configure Talker 1 for sending Non-Emergency stream, Talker 2 for sending Emergency
stream, Listener 1 for subscribing Emergency and Non-Emergency streams.

2. Configure 1 Non-Emergency AVB stream for Talker 1 with 750 Mbps (75% of link speed)
of 1 Gbps link. Use the Streams tab and the Rank field to be set to 1 for this.

MSRP Talker Streams Domains

ata Frame Priorik Fank

1-Monemergency
1-Monermergency

3. Configure 1 Emergency AVB stream for Talker 2 with 750Mbps (75% of link speed) of 1
Gbps link. Use the Streams tab and the Rank field to be set to O for this.

:a Frame Pr...

_______ Talker sending non-emergency stresm T

;' 7 (f/ I Ustener ________

| ;,I__:.q Device Group 1 x| s - '"‘\I : o |

: 1 device —‘ | H-H / | ﬂlx—“'l@ Device Group 2 |

I I w \ a - 1 device 1

L GFTP master 1 MSAP Talker 1 Sweamsl | 1 port — g | i | :

[ Etharmat L | 1 1phet || MSRP Listener 1 GPTRslve ||

Ly ' [ | [ Ethernet 2 L
| | "

Ethamet 3

5. Send non-emergency traffic from Talker 1 and verify that there is no loss for the packets
received by Listener 1.

- || Select Views... | Traffic Item Statistics Port Statistics Port CPU Statistics L2-L3 Test Summary Statistics Flow Statistics Flow Detective Dzta Plane Port Statistics
Traffic Item Tx Frames  |Rx Expected Frames |Rx Frames = |Frames Delta floss % Frame Rate |Rx Frame Rate |Tx Ll Rate (bps) |Rx L1 Rate (bps) |Rx Bytes Tx Rate (Bps) |Rx Rat
1| Traffic Ttem 1 &, G686, 778 6,066,778 6,066,777 1 0.000 J| 132,579.000 132,978,500 100,000,205.000 99,099,832.000 508,141,495 0,540,446.000 9,540,
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Verify Handling of Emergency Traffic

6. Send emergency traffic flows from Talker 2 simultaneously while non-emergency traffic
flows, and verify that there will be no packet loss for emergency traffic(Talker 2 to
Listener 1) but packet loss will be there for non-emergency traffic(Talker 1 to Listener 1).

Traffic Ikem Tx Frames R Frames = |Frames Delta flLoss <% [« Frame Rate |Rx Frame Rate |T
Traffic Tkem 1 2,920,962 ] 2,920,962 100,000 148,809,500 0.000

Traffic Item 2 2,920,962 £,920,962 1,000 14,809,500 145,509,500

7. Vary the Frame size of the non-emergency and emergency traffic and verify that the
DUT behavior remains the same. There will be no packet loss for emergency traffic but
packet loss will be there for non-emergency traffic.

? Frame Setup
Lt
@ Rate Setup

r All Encapsulations - Same settings will be applied to all (1) encapsulations)
é Flows Tracking 1
Frame Size — Payload
‘%::% Protocal Behaviors (@) Fixed o 128 Type Increment Byke
= = Pattern
I_E",fv—-} Freview ! Increment
() Randaom
E Walidate ) —— CRLC Settings
L IMI=
- --;--Nn Erraor
) Custom IMIE

: (") Bad CRC
() uad Gaussian -

Observable Results

By observing the loss percentage and receive latency in the traffic statistics, it can be verified
whether DUT gives preference to emergency AVB traffic over non-emergency AVB traffic.
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Testing AVB Traffic QoS in Presence of Bursty/Continuous Best-Effort Traffic

Testing AVB Traffic QoS in Presence of Bursty/Continuous Best-Effort Traffic

Objective

The objective of this test is to verify that credit based shaper algorithm running on DUT egress
port will meet the shaping requirements for both AVB and Non-AVB traffic.

Test Prerequisites

e The test tool must be capable of emulating MSRP Talker and Listener endpoints.
e The test tool must be capable of sending Best Effort traffic in different modes — bursty,
continuous etc.

e The test tool must be able to configure AVB streams
¢ The tool must be capable of measuring the loss and latency of AVB traffic and non-AVB
traffic independently.

Setup

The setup for this test requires at least three test ports which are connected via the AVB Bridge.

IXId Reserved AVB Traffic IXia
—

- - e

Ry 4_:* R
>
Emulated Talker AVB Bridge Emulated Listeners

IXia

-
PN

Best-effort Traffic
Non-AVB Device

Figure 10 - Test AVB traffic QoS

Methodology

e Configure Ixia Talker on one port and Ixia Listener on another port

e Configure one more port for sending Non AVB traffic

e Bring up the SRP and gPTP control plane against the DUT

e Configure both AVB and non-AVB traffic.

e Start the traffic.

e Stop the traffic and set the mode of non-AVB traffic to bursty.

e Start the traffic and verify that the credit based shaper is able to shape the best-effort
traffic.
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Testing AVB Traffic QoS in Presence of Bursty/Continuous Best-Effort Traffic

Test Using IxNetwork

1. Configure Ixia Talker on one port and Ixia Listener on another port. Configure one more

port for sending Non-AVB traffic.

2. Bring up the SRP and gPTP control plane against the DUT.
Talker = - Listener
(T T TT T TSI T TTTTTTTTTs | - ‘_\“ - (T T TTTTT T |
L et L (Pe [eHE et |
[ ! 1}*" gy | | :
[ GPTP mastar MSRE Talker 1 Strzams 1 | 1 port 1 port 1 MSRP Listenar 1 GRTP slzve I
: : Ethernet 1 : : : : Ethermet 2 : :
N\ CTIIooooooTTooooooo ' N STTIooooooot
_ _ _Mon AVBTraffic Sender
| |
! Device Gmup 3 _| !
i i -
| ﬂg 1 devic ’_I‘,.
: | Ethernet 3 : 1 TDFt
[ |
3. Configure AVB traffic to be sent from Talker to Listener with 750 Mbps (reserving 75% of
1 Gbps link speed)
*: ZEI T
= Traffic Item = Spurce ;/ Destination Endpoints
@ Packet | Qo3
Traffic Mame | Traffic Item 1 Traffic Group | Tag Filkers | Mone selected -
DE Fiow Group Seice Type of Traffic | AVE-IEEE 1722 7| Destination | al - T o A SelectMultiple Ports -
ﬂ Frams Setup —— Traffic Me IET::rnet,l'\fLP.N » All Ports
Frame Relay v [w] AvE Streams =
@ Rate Setup Source/Dest. | A 00:12:01:00:00:01:00:01 [Stream - 1]
HOLC =
é Flow Tracking RoutesfHosts iy =
Ei-Directional RBW
Protocol Behaviors
(,1:'—’9 Allow Self- DE FC
[:FT Presvigw — W
\-'alldate '-1 : s
- =
o x.v 3K S@ — Endpoint Sets
4. Send AVB traffic and verify that there is no loss.
Ill Select Views... Traffic Item Statistics Port Statistics Tx-Rx Frame Rate Statistics Global Protocol Statistics Protocols Summary Part Summary
Traffic Ikem Tx Frames |Rx Expected Frames |Rx Frames  |Frames Delta [Loss % Ty Frame Rate |Fux Frame Rate |Tw L1 Rate (bps) R L1 Rate (bps) |Rx Bytes Tx Rate (Bps)
b1 | AYE Traffic 1,822,939 1,622,939 1,622,939 i 0.000| 132,978,500 132,979,000 99,999,532.000 100,000,208.000 134,897,486 9,840,409,000
5. Configure Non-AVB traffic and set the mode to bursty and ensure that non-AVB traffic

consumes 25% BW or more.
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Testing AVB Traffic QoS in Presence of Bursty/Continuous Best-Effort Traffic

(90 Al Encapsulations 1) Per Encapsulation

@ Packet | Qo3

Flow Tracking
—— Traffic Item Transmission Mode

Protocol Behaviors :
(20 Interleaved

Preview () Sequential

@]
Yalidate

The Interleaved Transmit mode will inkerleave the
packets from each Flow Group when sending Traffic

Round Robin Packet Ordering

—— Rate
(©) Ling rate 10,0000 <%
() Packet rate 100000,00 | per second

() Layer? Bit Rate 1000,00| |bps

All Encapsulations - Same settings will be applied to all (1) encapsulation(s)

—— Flow Group Transmission Mode

() Continuous Packet Count 1

() Fixed Packet Count Minirum Gap 12| bytes

() Fired Iteration Co... Inter 0| |nanos
Burst Gap

() Fixed Duration

Burst {&uto)

() Bursk {Cuskom)

How it will look on the wire: n L| u “ Ll H u L| H

—— Rate Distribution
Ports:
(2) Apply rate on all ports
() split rate evenly among parts
Flow Groups:
Apply part rake ko all Flow Groups
() Split part rate evenly among Flow Groups

6. Configure packet size from Frame Setup and test for both large and small packet size.

¥
P& Endpoinks
@ Packet [ o3
DE: Flow Group Setup

() &ll Encapsulations () Per Encapsulation

Rate Setup

Flows Tracking

Frame Setup IxNetwor

All Encapsulations - Same settings will be applied ta all {1} encapsulation(s)

@ Prokocol Behaviors (@) Fized size 64
iF....‘ _
Q Presview

. () Random
Validate i
(@i

() Custom IMIX

! ! Increment

*) Quad Gaussian

-:-P.uto

—— Payload
Type Increment Byte -
Pattern
Repeat

—— CRC 5Settings
Mo Error
(") Bad CRC

Dispatiky Errars

— P ble Size

Auko

al hutaz

T ek

7. Send AVB traffic and non AVB traffic simultaneously from Port 1 and Port 2 and verify
that the AVB traffic is not impacted by non AVB traffic.

i || Select Wiews... | User Defined Statistics Port Statistics Tx-Rx Frame Rate Statistics
Traffic Ikem T Frames  |Rx Expected Frames |Fx Frames <+ |Frames Delta |Loss %%
! 15,718,937 15,719,937 15,719,925
2 |NOM AYb Traffic | 17,591,358 17,591,358 17,591,345 13
PN 915-2639-01 Rev A December 2014

12 664,593,500

Global Protocol Statistics Protocols Summary Port Summary

Tx Frame Rate |Rx Frame Rate |Tx L1 Rate (bps) |Rx L1 Rate (bps) |Rx Bytes
664,593,500 499,999,912,000 499,999,912,000 1,163,274...
744,043.000 500,000,256.000 S00,000,256.000 1,125,846...

0,000 744,045,000
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Testing AVB Traffic QoS in Presence of Bursty/Continuous Best-Effort Traffic

8. Stop the AVB and non AVB traffic.
9. Configure Non AVB traffic and set the mode to continuous.

Rate Setup

All Encapsulations - Same settings will be applied to all (1) encapsulation(s)
Flow Tracking

RBE

= Tralffic Item Transmission Mode = = Flow Group Transmission Mode
Protocol Behaviors = 5
'-E-  Preview Sequential Fixed Packet Count Start Delay 0/ bytes =
=
validate The Interleaved Transmit mode will interleave the Fized Iteration Ca... | Minimum Gap 12| bytes
packets from each Flow Group when sending Traffic

Fixed Duration
() Burst {Auka)
Fiound Robin Packet Ordering
Bursk (Cuskorn)

Hiw it will look, on the wire: u u

e

R P ¥ T SR .

10. Configure packet size from Frame Setup and ensure that non-AVB traffic consumes
25% BW or more. Test for both large and small packet size.

11. Send AVB traffic and Non AVB traffic simultaneously and check that the AVB traffic is
not impacted by non AVB traffic.

Select Wiews.. Traffic Item Statistics Port Statistics Tx-Rx Frame Rate Statistics Global Protocol Statistics Protocols Summary

Traffic Ikem Tx Frames  |Rx Expected Frames |Rx Frames = |Frames Delta |Loss % Tix Frame Rate  |Rx Frame Rate |Tx L1 Rate (bps) R
y o1 2,082,942 2,082,942 2,082,941 1 132,979,000 132,978,500 100,000,208,000
2 |MON Avb kraffic 2,330,911 2,330,911 2,330,910 il 0,000 145,509,500 145,509,500  99,999,934,000

Observable Results

1. By observing the loss percentage and receive latency in the traffic statistics, it can be
verified that the QOS of AVB traffic is not impacted by non AVB Traffic.

2. QOS parameters of AVB streams must not degrade, irrespective of the switch is
handling larger buffers or higher packet switching, for the non AVB traffic.
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Priority Re-Mapping for Best Effort Traffic

Priority Re-Mapping for Best-Effort Traffic

Objective

The objective of this test is to find that the DUT will set the AVB domain boundaries on its ports
and the best-effort traffic received on an AVB boundary port will be forwarded with remapped
priority in the AVB domain.

Test Prerequisites

The test tool must be capable of emulating MSRP Talker and Listener endpoints.

The test tool must be capable of sending Best Effort traffic.

The test tool must be able to configure AVB streams

The tool must be capable of measuring the loss and latency of AVB traffic and non-AVB traffic
independently.

The tool must be capable of checking both ingress and egress VLAN priority simultaneously.

Setup
IXIA Reserved AVB Traffic IXia
ﬁ

- s \'Va

N ) AN
>
Emulated Talker AVB Bridge Emulated Listeners

IXia

AV
Ry

Best-effort Traffic

Non-AVB Device

Figure 11 - Priority re-mapping for best-effort traffic

Methodology

Configure Ixia Talker on one port and Ixia Listener on another port

Configure another port for sending non-AVB traffic

Bring up the SRP and gPTP control plane against the DUT

Configure AVB traffic on one Ixia Talker Port for SR Class A and SR class B
Configure non-AVB traffic on another Ixia Port, configure two flows - one with priority 2
and another with Priority 3

Verify that Non-AVB traffic priority is remapped to O (as per 802.1Qav standard)
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Priority Re-Mapping for Best Effort Traffic
Test using IxNetwork

1. Configure Ixia Talker on one port and Ixia Listener on another port. Configure one more
port for sending non AVB traffic.
2. Configure AVB traffic on Ixia Talker Port for SR Class A and SR class B

Details for MSRP Talker 1

Protocol Settings >(- MSRP Talker . Streams - Domains

Parks Deviced Active | SR Class ID | SR Class Priority | SR Class YID
= Msrp Talker Domains 1: 1 ports 1 v H* 3 2
[=] Ethernet - 002 #1 " B-Class & |3 z
5-Class B

3. Bring up the MSRP and gPTP control plane against the DUT. Ensure that it is up.

ittt i f . - . (T T TTTTTTTTTTTTTTTITN
| <3 = N | - -

O Device Group 1 1 | — 10 Device Group 2
: i’a 1 device ﬂ S - L . |_‘ r'ﬁ 10 devices
(. | o - I |
[ GPTP mastzr MSRE Talker 1 Streams1i | | MSRP Listener 1 GFTP slave |
: : Etharnat 1 : : Etharnat 2 :

1
—_—
(2&n Device Group 3 — 1y |
Ilﬂ 1 device ﬁ g -+ o
| {
| o | 1 port

4. Configure non-AVB traffic on another Ixia Port, configure two flows - one with priority 2
and another with Priority 3 in Traffic Wizard.

4 o ,
@ Endpoints Packet / QoS

(@) All Encapsulations () Per Encapsulation

Packst [ QoS

[}E: Flow Group Setup

Frame Setup

@ R.ate Setup
All Encapsulations - Same sektings will be applied ta all (1) encapsulation(s)
é Flow Tracking b
B I & %= MR Field Lookup: [ -
@ Protocol Behaviors Mame Walue
[ ) ~ B8 Frame lenath: &4
|EQ Freview > [ Ethernet 11
o v B van
g‘? validat ~ B YLAN Header
« B WLAN-Tag
I ={ YLAN Priatity = | iz |
== Canonical Format Indicator 0
== Y| AN-ID u]
== Pratacal-10 <AUTO > 0xFFFF
B Payioad Increment Byte

> ﬁ Ethernet 11 {Trailer)
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Priority Re-Mapping for Best Effort Traffic

5. Enable egress tracking on VLAN priority on the traffic parameters.

% Endpaints Flow Tracking |NE’tW0r

—— Track Flows by —————————— ——ustom Override
Packet [ Qo3 W) Tr=FFic Trem
a Iraiticdizm One - One meshed
D Source/Dest Endpaink Pair
:>E: Flow Group Setup ] Source/Dest Value Pair Offset from |Root
] Source/Desk Port Pair OFfset 0| bits

Frarme Sety
e ] source Endpaint

] Dest Endpoint
[ ] Source Part Yalues
Flaw Tracking [:| Traffic Group | Tag
MPLS Flow Descriptor
@ Protocol Behaviors ] Frame Size

anl D Flaw Group

Field width |32 Bits
Rate Setup

B

i.. - -
;@ Presiew ] avB Stream Mame

[C] Ethernet 11 : Destination MAC Address
[C] Ethernet IT ¢ Source MAC Address

[C] Ethernet 11 : Ethernet-Type

[C] Ethernet 11 : PFC Queue

Walidate

T miaekars Cuimevica al

—— Egress Tracking —— Latency Bin Measurements

| ¥ Enable Eqress Tracking Enable Latency Bin Measurements
+ Murnbers of Bins |& Minirumn step size: 0,02 us
Ethernet:Ouker 4 Encapsulation  |Ethernet s

Offset

A A
TxPort Ry Port Traffi ltem Vli?(:'vWHD 7 YLANVLAN Priocty Egress Tra:lr;;grl Eqress Tracking 2
Bi Ethernet-004  Ethernet - 002 non-AYB-multicast Traffic 2 3 Ethernet:Quter YLANID... Ethernet:Outer YLAN Priority .
b2 1/1Fiow 2 0
3 Ethernet-004  Ethernet- 003 non-AYB-multicast Traffic 2 3 Ethernet:Outer YLANID... Ethernet:Outer YLAN Priority ...
b4 1/1Flow 2 0

Observable Results

1. By observing the test result it can be verified that DUT triggers Priority Rewrite is to
protect AVB-Traffic.

2. With varying load of non-AVB traffic, priority rewrite processing must not impact AVB
traffic QOS.

3. Priority rewrite is not affected by the nature of the traffic (busty, steady, line rate).
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Contact Ixia

Corporate Headquarters

Ixia Worldwide Headquarters
26601 W. Agoura Rd.
Calabasas, CA 91302

USA

+1 877 FOR IXIA (877 367 4942)
+1 818 871 1800 (International)
(FAX) +1 818 871 1805
sales@ixiacom.com

EMEA

Ixia Technologies Europe Limited
Clarion House, Norreys Drive
Maiden Head SL6 4FL

United Kingdom

+44 1628 408750

FAX +44 1628 639916

VAT No. GB502006125
salesemea@ixiacom.com

Ixia Asia Pacific Headquarters
21 Serangoon North Avenue 5
#04-01

Singapore 5584864
+65.6332.0125

FAX +65.6332.0127

Support-Field-Asia-Pacific@ixiacom.com
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Web site: www.ixiacom.com

General: info@ixiacom.com

Investor Relations: ir@ixiacom.com
Training: training@ixiacom.com
Support: support@ixiacom.com

+1 877 367 4942

+1 818 871 1800 Option 1 (outside USA)
online support form:
http://www.ixiacom.com/support/inquiry/

Renewals: renewals-emea@ixiacom.com

Support: support-emea@ixiacom.com

+44 1628 408750

online support form:
http://www.ixiacom.com/support/inquiry/?location=em
ea

Support: Support-Field-Asia-Pacific@ixiacom.com
+1 818 871 1800 (Option 1)

online support form:
http://www.ixiacom.com/support/inquiry/
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