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How to Read this Book

The book is structured as several standalone sections that discuss test methodologies by type.
Every section starts by introducing the reader to relevant information from a technology and
testing perspective.

Each test case has the following organization structure:

Overview Provides background information specific to the test
case.

Objective Describes the goal of the test.

Setup An illustration of the test configuration highlighting the

test ports, simulated elements and other details.

Step-by-Step Instructions Detailed configuration procedures using Ixia test
equipment and applications.

Test Variables A summary of the key test parameters that affect the
test’s performance and scale. These can be modified to
construct other tests.

Results Analysis Provides the background useful for test result analysis,
explaining the metrics and providing examples of
expected results.

Troubleshooting and Provides guidance on how to troubleshoot common
Diagnostics issues.
Conclusions Summarizes the result of the test.

Typographic Conventions
In this document, the following conventions are used to indicate items that are selected or typed
by you:

e Bold items are those that you select or click on. It is also used to indicate text found on
the current GUI screen.

¢ ltalicized items are those that you type.
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Dear Reader

Ixia’s Black Books include a number of IP and wireless test methodologies that will help you become
familiar with new technologies and the key testing issues associated with them.

The Black Books can be considered primers on technology and testing. They include test methodologies
that can be used to verify device and system functionality and performance. The methodologies are
universally applicable to any test equipment. Step-by-step instructions using Ixia’s test platform and
applications are used to demonstrate the test methodology.

This tenth edition of the black books includes twenty two volumes covering some key technologies and
test methodologies:

Volume 1 — Higher Speed Ethernet Volume 12 — IPv6 Transition Technologies
Volume 2 — QoS Validation Volume 13 — Video over IP

Volume 3 — Advanced MPLS Volume 14 — Network Security

Volume 4 — LTE Evolved Packet Core Volume 15 — MPLS-TP

Volume 5 — Application Delivery Volume 16 — Ultra Low Latency (ULL) Testing
Volume 6 — Voice over IP Volume 17 — Impairments

Volume 7 — Converged Data Center Volume 18 — LTE Access

Volume 8 — Test Automation Volume 19 — 802.11ac Wi-Fi Benchmarking
Volume 9 — Converged Network Adapters Volume 20 — SDN/OpenFlow

Volume 10 — Carrier Ethernet Volume 21 — Network Convergence Testing
Volume 11 — Ethernet Synchronization Volume 22 — Testing Contact Centers

A soft copy of each of the chapters of the books and the associated test configurations are available on
Ixia’s Black Book website at http://www.ixiacom.com/blackbook. Registration is required to access this
section of the Web site.

At Ixia, we know that the networking industry is constantly moving; we aim to be your technology partner
through these ebbs and flows. We hope this Black Book series provides valuable insight into the evolution
of our industry as it applies to test and measurement. Keep testing hard.

ﬁvv

Errol Ginsberg, Acting CEO
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Ultra Low Latency

Ultra Low Latency

Test Methodologies

This Ultra Low Latency testing booklet provides several examples with detailed steps showing
how to utilize Ixia IXNetwork emulation software and applications to achieve functional and
performance test objectives for Ultra Low Latency testing. The introduction describes what
parameters affect latency and how to measure them.
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Ultra Low Latency

Introduction to Ultra-Low Latency

Computer networks are built to share resources and move information from one place to
another. Legacy networks were built using Time Division Multiplexed (TDM) technologies (such
as SONET/SDH and T1/E1 circuits) which had fixed bandwidth and latency attributes. The
“bandwidth” of a device, network, or service is measured in bits per second — or multiples of it
(kilobits/s, megabits/s etc.). The “latency,” or delay, is measured as one-way or round-trip and is
affected by each device and link in the connection end-to-end and (based on the speed of light
and the index of refraction) is estimated to be 5 microseconds per kilometer in most metro
networks using fiber optic cable. These performance attributes determined what type of services
could be provided, which primarily consisted of data and voice applications. As Ethernet and IP
continue to win the battle for transport and networking technology the performance attributes
continue to get better at a lower cost per bit.

With these higher bandwidth, lower latency networks new applications are possible including
multi-play services with voice, video and data as well as specific applications used by
enterprises such as financials, utilities and governments.

An example of this is the networks used by financial institutions for stock ticker feeds, buy and
sell orders, and high frequency trading. A slight difference in the latency of the network could
mean a difference of millions of dollars.

Ultra Low Latency (ULL) is one of the hottest trends in information technology. It refers to
network components (routers, switches, optical equipment) providing the lowest forwarding
latency, sub micro second, for network traffic. With these devices Ultra Low Latency Networks
(ULLNS) are being built.

Service providers are building these ULLNSs to offer differentiated services to the enterprise
customers who require and are willing to pay for the premium service.

Defining How Latency is Measured

Before discussing the factors that affect network latency and how to test it, it is important to
review the fundamentals of how latency is measured. The Internet Engineering Task Force
(IETF) develops and promotes Internet standards and has defined several standards regarding
how latency is measured which have come out of the Benchmarking Methodology Working
Group (BMWG).

The IETF RFC 1242 standard has defined latency and how to measure it for store-and-forward
devices and bit forwarding devices:

For store and forward devices (like routers):

The time interval during which the last bit of the input frame reaches the input port and the first
bit of the output frame is seen on the output port. This is known as Last-In-First-Out (LIFO).
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For bit forwarding devices (like bridges, switches in specific modes and repeaters):
The time interval during which the end of the first bit of the input frame reaches the input port
and the start of the first bit of the output frame is received on the output port. This is known as

First-In-First-Out (FIFO).
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Figure 2. First In First Out (FIFO) Measurement
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Ultra Low Latency

The IETF RFC 3393 standard is focused on IP packet delay and delay variation measurement.
It defines latency as:

The time interval between the start of the first bit out from a packet sent out by the source and
the reception of the last bit received by the destination. This is known as First-In-Last-Out
(FILO). This method is also the specified method to be used for Metro Ethernet Forum (MEF)
based testing as defined in MEF 10.2.
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Figure 3. First In Last Out (FILO) Measurement
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Ultra Low Latency

The IETF RFC 4689 standard describes terminology for the benchmarking of devices that
implement traffic control using packet classification based on defined criteria. It defines latency

(forwarding delay) as:

The time interval during which the last bit of the input IP packet is offered to the input port of the
DUT/SUT and the last bit of the output IP packet is received from the output port of the
DUT/SUT. This is known as Last-in-Last-Out (LILO).
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Figure 4. Last In Last Out (LILO) Measurement

These four RFCs cover the most common modes/methodologies for measuring latency. It is
important to know what is being tested and how it is being measured so an “apples-to-apples”
comparison can be made.

Factors that Impact Latency
With a focus on packet based, IP/Ethernet, networks there are several factors which will impact
latency:
e Hop count (and path length)
e Frame length
o Serialization delay
o Equipment used (routers, switches, SONET/SDH, DWDM)
o Packet processing

o Queuing
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Distance

As described above, latency is a function of the speed of light, which alone accounts for 3.33
microseconds of latency for each kilometer of path length. In addition, the index of refraction of
most fiber optic cables adds a factor of about 1.5, bringing the typical latency up to 5
microseconds for each kilometer of path length.

Bits transmitted along a fiber optic link travel at about % of the speed of light (3x10”8 m/s). The
one way latency for a 100km link works out to be:

LWL = 1x10"5 m / (0.67 x 3x1078 m/s) = 500 ps

For example, a direct fiber optic link between New York, NY and Chicago, IL would be 1158 km,
times 5 microseconds is 5790 microseconds or 5.79 milliseconds.

Copper cables (like standard Unshielded Twisted Pair (UTP)) have inherently higher latency
and are not certified for use in long distance connections. The Telecommunications Industry
Association (TIA) has developed standards over the years to address commercial cabling for
telecom products and services ensuring minimum quality thresholds are met throughout the
world. Cable types are typically characterized with performance attributes like maximum
propagation delay, minimum propagation speed, and maximum delay skew. On average copper
cables exhibit roughly 5.48 nanosecond propagation delay per meter of cable, which is 5.48
milliseconds per kilometer. Specific category/class cabling with shielding can result in lower
latency and longer distances.

The latency induced by a fiber or copper cable is commonly referred to as the propagation
delay.

In addition to the latency induced by the cable, there is typically a transceiver at either end of
the connection which also can add a fixed delay.
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Hop Count

The “hop count” is a term used in an IP routed network which refers to the number of routers (or
hops) a packet must traverse to get from the source (ingress) of the network to the destination
(egress) of the network. This assumes a unicast transmission using point-to-point links. Once
the latency is measured per hop the total latency of the path can be estimated as follows:

Example Per hop latency measured at 5 milliseconds:

A network path traversing 5 routers would induce 5x5 = 25 milliseconds of just hop count delay
which must be added to the other factors affecting the total latency.

The ideal path through a network is typically the shortest hop-count path since additional hops
add the most latency end-to-end.

In this example (figure 6) the purple path from A to B represents the shortest hop count path
compared to the alternate path shown in green. The purple 5-hop path would have at least 5ms
lower latency than the green 6-hop path if the hops induce equal latency.

Network

Figure 6. Hop count comparison

Frame Length

Most networking devices (like routers and switches) operate in store and forward mode. The
term is descriptive of its actual operation: the device stores the received data in memory until
the entire frame is received. The device then transmits the data frame out through the
appropriate port(s). The latency this introduces is proportional to the size of the frame being
transmitted and inversely proportional to the bit rate as follows:

Latency = Frame Size / Bit Rate (bps)

For the maximum, non-jumbo, size Ethernet frame (1500 bytes) at 100 Mbps the latency is 120
uS.

120 ps = (1500 bytes * 8 bits) / 100 Mbps

For comparison, the minimum size frame (64 bytes) at 100 Mbps speeds has a latency of just
5.12 ps.

This latency added is known as the serialization delay which is the fixed delay required to clock
a frame onto the network interface. Lower speed links and larger frames will incur larger delay.
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Equipment Used

A complex network can be made up of many different devices including routers, switches,
firewalls, load balancers and other equipment at the optical layer. Each of these devices will add
different amounts of delay depending on how they are configured and how the data frame is
forward through the device.

This delay from the ingress interface to the egress interface is known as the processing delay
induced by the device.

¢ Router —an IP router is a device with multiple network interfaces and operates at layer 3
of the OSI model. It makes forward decisions based on the destination IP address of the
IP packet. Over the past ten plus years, IP routers have become very sophisticated,
supporting many routing protocols and advanced features such as filtering and class of
service (CoS) based forwarding. Routers come in different sizes for deployment into
different areas of the network including the access, metro/aggregation, and core.
Routers can vary greatly in their performance profile with the higher end devices
forwarding at wire-rate with low latency.

o Switch — an Ethernet switch is a device with multiple Ethernet interfaces and operates at
layer 2 of the OSI model. It makes forwarding decisions based on the destination MAC
address of the Ethernet frame. Like routers, switches have also become much more
sophisticated supporting many protocols and features. Switches also come purpose
build for various applications including Local Area Networks (LAN), access edge, data
center and core to name a few.

Both routers and switches have multiple interfaces and when traffic from multiple sources are
heading to the same destination this can cause congestion ( or over subscription) on the egress
interface and a queuing delay can occur if the frame is buffered. The maximum queuing delay is
proportional to buffer size. Although buffering will add latency to the transmission, the alternative
is to drop the frame and rely on an upper layer protocol to re-transmit the frame which overall is
a much higher delay. Since network traffic tends to be bursty, congestion at an egress interface
should not be a common occurrence if the network is designed properly. The impact of the
queuing delay can cause a variation in the delay known as “jitter”. Some applications like voice
and video have specific thresholds for latency and latency variation, which can degrade the
service. To address these requirements techniques are used like implementing CoS or specific
gueuing configurations to prioritize traffic sensitive to delay.
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Figure 7. Congestion causing buffering which adds delay

o Firewall/Load balancer — These types of devices can make forwarding decisions on
layer 2, layer 3 or even layers 4 -7 of the OSI model. With the capability of looking
further into the packet, the forwarding performance is typically slower that a router or a
switch resulting in a longer packet processing delay.

o Passive devices — Passive devices like transceivers, repeaters operate at layer 1 and
do not make a forwarding decision on the packet. They primarily provide specific
functions like changing the media or extending a network link. These are typically very
low latency devices.

e Optical devices — Optical devices like SONET/SDH and DWDM operate primarily at
layer 1 and once up and running provides a fixed delay. These are typically very low
latency devices.

Techniques to Minimize Latency

With significant demand for low latency products and services there are several techniques and
features providing lower latency.

Since the distance is one of the most significant factors on the overall latency, service providers
are building more direct paths between major network hubs (like New York City and Chicago).
This can provide service differentiation when selling services to large enterprise companies in
the financial markets. Another technique used is to ensure that there is a redundant path
available which has services within the latency threshold. Often, this requires traffic engineering
and a protocol feature set which provides fast failover from primary to backup path. In addition
to reducing the distance, service providers are looking to increase the bandwidth (link speed) on
key paths in the network to reduce the latency.

Along with building the network to take the most direct physical path, designing the network to
travel through the fewest hops end-to-end will also reduce the overall latency.

Depending on the application, some can be optimized to use smaller frames to ensure there is
low latency. An example of this is Voice over IP (VolP) which typically uses the smallest
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Ethernet frames (64 byte). To minimize the impact of serialization a maximum transmission unit
(MTU) can be configured to ensure voice frames won’t get queued up behind large data frames
on lower speed lengths.

Another one of the most significant ways to reduce the overall latency is to evaluate and select
networking equipment (routers, switches...etc.) which provide the lowest latency. An example of
this is in the data center top of rack switches typically differentiate themselves based on their
low latency performance. An example of this in the router space is selecting a router which has
hardware based forwarding which can forward packets in hardware at wire rate once a
forwarding decision has been made on a flow. Although a router may have hardware based
forward available, there could be specific configuration like filtering, CoS and others which can
affect the processing delay.

Ultra Low Latency Test Methodologies

Testing for Ultra Low Latency occurs in two phases: the pre-deployment phase and the service
activation/maintenance testing phase.

Testing methodologies for the pre-deployment phase often leverage the existing standard
defined by the IETF: RFC 2544 “Benchmarking Methodology for Network Interconnect Devices”.
Since RFC 2544 was primarily written to test devices and not services, there is a new standard
coming out of the ITU-T which defines testing a service during service activation which is ITU-T
Y.1564. There is also a methodology for testing Carrier Ethernet service attributes (including
latency) defined by the Metro Ethernet Forum (MEF) in the specification MEF 14.

Pre-deployment qualification testing in the lab

Before deployment into a production network, each device should be tested to determine the
expected performance once in a live network.

€ Packet Flow >

N N
IXIA IXIA

Device Under
Tester Test (DUT) Tester

Figure 8. Device Under Test (DUT)

RFC 2544 is a widely accepted standard methodology for performance benchmarking a network
device. It defines several tests including performing the latency measurement once the
throughput has been established for each frame size.
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Going beyond RFC 2544 it is important to be able to measure the performance (throughput and
latency at a minimum) per flow and to perform advanced measurement functions including
graphing over time and providing a latency histogram to see the distribution of the latency
measurement.

After testing and selecting each device (switches, routers and other network equipment)
additional testing should be performed end-to-end in a lab prior to deployment. This is known as
the System Under Test (SUT).

€ Packet Flow >

NS , A - NS
PAN PAN

Tester DUT 1 DUT 2 Tester

Figure 9. System under Test (SUT)

In the lab testing it is also very useful to be able to simulate a WAN link using an
impairment/WAN simulator.

€ Packet Flow >
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Figure 10. Impairment scenario

Another widely accepted methodology for benchmark testing a Carrier Ethernet service is
defined by MEF 14. This standard defines how to test the bandwidth profile service attributes
which can be defined per Ingress UNI, per EVC and per CoS. There are specific tests which
measure the Frame Delay performance and the Frame Delay Variation.
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Post-deployment Testing

Typically when a service is turned up there is a phase of testing known as the Service Activation
Measurement (SAM) where the performance is benchmarked before turning over to a customer.
At that point, it is verified that the service is delivering the correct bandwidth, latency, jitter and
loss as specified in the service level agreement (SLA).

After a service is turned over to a customer there can be ongoing measurement via various
techniques including features like Service OAM.

Active testing (generating traffic which would be disruptive to customer service) can also be re-
run during a maintenance window.
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To test between two remote locations timing synchronization is needed between the Ixia chassis
to have a common clock reference. An optional AFD unit is available to connect a chassis to a
GPS antenna. Once both chassis are synchronized testing between both sites can begin using
the same methodology proposed below.

. o
L

GPS tracking

GPS Device

(p)

4

Arterva for
GPS trackirg

GPS Devics

Figure 11. On-Network testing using GPS for Chassis Synchronization
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Test Equipment

Specialized test equipment is required to make high precision performance and latency
measurements. The Ixia system requires a chassis, a load module (which has one or more test
ports on it) and client software, like IxNetwork.

The Ixia load modules have specific hardware enabled capabilities built in for performance
testing. An Ixia test port can transmit up to wire-rate any packet size. It can also generate
specific trackable flows of traffic. This is accomplished by inserting instrumentation into each
test packet. The instrumentation block consists of a signature, a packet group ID (PGID), a
Sequence Number a Data Integrity CRC and a Timestamp. The actual fields used will depend
on the measurement mode enabled in the software.

Automatic Instrumentation Block 1

Signature PGID Sequence
(12 bytes) (4 bytes) MNumber
i (4 bytes)

Automatic Instrumentation Block 2

Timestamp FCS
L~ | {4 bytes) (4 bytes)

Data Integrity CRC

(2 bytes) Checksum Adjust

{12 bytes)

Figure 12. Ixia Instrumentation Blocks

The hardware time-stamping of the packet provides a 20ns accuracy
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Test Case: ULL Testing Throughput and Latency using RFC 2544

Test Case: ULL Testing Throughput and Latency using RFC 2544

Overview

To measure the latency, the RFC 2544 methodology will be used which specifies determining
the throughput and measuring the latency at the maximum rate per packet size.

Objective

This test will determine the throughput, which is the maximum rate at which the DUT can
forward frames correctly. The latency (and optionally jitter) will be measured per frame size.
Setup

Four Ixia test ports are used in this example to test the throughput and latency of the layer 2
switch which is the Device Under Test (DUT). The IxNetwork RFC 2544 QuickTest will be used
to run the test.

Ixia Ports Ixia Ports

e FE FE
AN

FE FE

& N

L2 Switch
DUT

Figure 13. Four Ixia test ports connected to the layer 2 DUT
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Test Case: ULL Testing Throughput and Latency using RFC 2544

Step-by-step Instructions

1. Launch the IxNetwork application, then on the Overview view click on the link to “Click

here to create a QuickTest”.

Note — Another option is to select “Add QuickTests” from the Home toolbar.

SIOBEE-®-%-@%S -« -E@S-

Homa Automation Results / Reports Views
Adi} A ,l‘«d{h "!dd R
ol et 1AL QuickTests » Manager - Opfons
Run Build

IxNztwork [default_mhaugh22.ixncfg]

2

Clear
Statistics -

Statistics

@ Pratocel Configuration
~ Traffic Configuration
| QuickTests

.}; Captures

0 Protocols

Figure 14.

0 QuickTests

0 Traffic Items

IXNetwork Application Overview screen

2. Inthe QuickTest wizard expand the RFC 2544 folder and select the Throughput/Latency

test and click Next.

: =M QuickTest L Al]

Test Selection

Tests

-} DHCP Control Plane

-2 Authentication Contral Plane
-2 L2TPv2 Contraol Plane

23 PPPoX Contraol Plane

- Custom

-} User Defined Tests

-2 Converged Data Center

u -2 IPTY
) RFC2544
@ Back To Back

-2y RFC2099
- 1P Multicast (RFC 3918)

Config

(20 Mew Configuration

Ports, protocols and traffic are
configured ta create a new kest,

() Existing Configuration

Already configured parts, pratacals
and kraffic items are used to create a
e best,

RFC 2544 Throughput/Latency test -

OBIECTIVE:

This test determines the processing
owverhead the DUT requires to Forward
frames and the maximum rate of receiving
and Forwarding frames without any frame
lnss,

RFC 2544 Throughput/Latency

L arh out

INPUT PARAMETERS:

Test Parameters: Duration, Initial Line
Rate, Frame Size, Mumber of Addresses
per Port, and Search Types.

Other Options: Latency Type, Calibrate
Latency, Jitter, Sequence Errors, and Data
Integrity Errors

Protocol Support: MAC, YLAN, TP, IPvE

METHODOLOGY:

The test starts by sending frames at the
sperified rate {usually the maximum
theoretical rate of the port) and the frame
loss is monitored. Frames are sent from
and received at all the ports on the DUT,
and the transmission and reception rates

n“ﬂ e

are recorded. A binary, step, or combo hd
Cancel Help
Figure 15. QuickTest Wizard — Initial Screen to Select Test
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Test Case: ULL Testing Throughput and Latency using RFC 2544

3. Inthe Ports configuration, click on the + Ports button to add ports. In the Add Chassis pop-
up, click the green + to add a chassis. Type the IP address of the Ixia chassis in the box

and click OK.

b Jd DuickTest - RFC2544 - Throughput/Latency
o

-
Test Selection Parts I\
- | & ofine Pots | (€ Deete
Include: i 2 Fics = - Flow Transmit = Wi edia Auko
Frame Data [¥) Add Chassis de Megotiate
% Traffic Chassis in your network —Potts
@ Traffic Cptions Chassis/CardfPart Type Owner Parts Owner
: a Test Parameters
Finish Add New Chassis
Enter Chassis Mame or I
10,200.154,42] -
4 [ 4
OF Cancel
i
4 ] 3
Prev [ext Einish Cancel Help
Figure 16. QuickTest Wizard — Add Chassis/Ports
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Test Case: ULL Testing Throughput and Latency using RFC 2544

4. Inthe Add Chassis pop-up, once connected to the Ixia Chassis expand the Card your
DUT/SUT is connected using the down arrow. Next, select the ports to use and click the
>> arrow to add them to the Ports list. Click OK to finish.

u-N QuickTest - RFC2544 - Throughput/Latency

-
Test Selection Ports IxIN
1
;:E E‘}l Farts E,‘:I,:l Offline Parts % Delete
. Dt Include ! At i - Flow Transrnit A o Media Auko
fame Data £ Add Chassis [X] I:de Neqgotiate
ﬁ% Traffic Chassis in your netwark Ports
e
qr | ¥ ®
@ Traffic Opticrs ChassisfCard/Port Type Cuner e Parts Curier
@ Test Paramot e 8 Card 02 10/100{1000 LSM ¥MYDC1E :
(00 Part 01 10/100{1000 Base T @ 10,200.134.42:2:10
Finish @ Pork 02 10/100/1000 Base T @ 10.200.134.42:2:11
1 Part 03 10/100{1000 Base T Thetwark/st.., (B 10,200,134, 42:2:12
i Pork 04 10/10041000 Base T TxMetworkist,., =
[ Port 05 10/100/1000 Base T TxMetworkfst...
i Port 06 10/10041000 Base T TxMetwork)st...
() Part 07 10/100{1000 Base T
10t ANt ann dl ‘ ] ’
%
4 1] 3
Prew [ext Finish Cancel Help

Figure 17. QuickTest Wizard — Select Ports
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Test Case: ULL Testing Throughput and Latency using RFC 2544

5. Inthe Ports screen, (optionally) configure the Media Mode and other Layer 1 properties.
Click Next to move on.

Note — In this example the DUT is Copper and auto-negotiated Ethernet ports.

|?|§| QuickTest - RFC2544 - Throughput /Latency

E_l Test Selection Ports IxN
ﬁ E,‘:I,:l Offline Ports % Delete
Include : Flow Transrnit ; Media Auto
g Frame Data in Test R desigredilo Tpe LooP- | oyl Clocking Loncrellink Mode Meqgotiate
i 1 » v 10,200,134, 42:2:9-Ether. .. Ethernet = = Copper v
Traffic 2 ¥ 10.200.134.42:2:10-Ethe... Ethernet =] =] Copper v
X i 3 v 10,200,134,42:2:11-Ethe... Ethernet = (=] Copper v
Traffic Options
4 v 10,200,134, 42:2:12-Ethe. .. Ethernet = = Copper v
@ Test Parameters
Finish
4 ] 4
Prew Finish Cancel Help
Figure 18. QuickTest Wizard - Edit Port Properties Grid
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Test Case: ULL Testing Throughput and Latency using RFC 2544

6.

In the Frame Data configuration screen of the wizard select the type of traffic and configure

the address, VLAN, and Payload settings. Click Next to continue.

Note — In this example the DUT is a layer 2 Ethernet switch, so MAC traffic is selected.

|ﬁ| QuickTest - RFC2544 - Throughput/Latency

=l Test Selection

Frame Data

Parts

o3

Select bype of traffic: MAC
MAC

Frame Data

IPvd
—— Ethernet Settings IFv6

. IPv4[IPvE
() Use randor source Mo guaresses

@ Traffic Options

Test Parameters

=-i=

Traffic

Use last seed

g Finish First MAC address:

Increment per pork:

Increment per interface: |00:00:00:00:00:01

Address count per R port: 1

—— EtherType Settings

() utomatic mode

() Manual mode

(©) Use incrementing source MAC addresses
00:D0:B0:11:01:00

00:00:00:00:01:00

| Use the same address count on Tx parts

[ ! Use raw Ethernet type:  |FF FF

©) Use IP Ethernet bype (05 00)

Insert IP header with valid checksum

Destination address:

Prew

= ¥LAN Settings

Enable ouber YLAN

OxE100
OxE100
—— Payload Settings
Type: Increment Byke o=
Pattern:
Repeat pattern
Mext Cancel Help

Figure 19. QuickTest Wizard — Frame Data
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Test Case: ULL Testing Throughput and Latency using RFC 2544

7. In the Traffic configuration screen select the Traffic Mesh, (optionally) enable Bi-
Directional traffic, then select the source and destination endpoints. After selecting the
Endpoint Pairs click the green down arrow to add them to the test. (Optionally) this can be
repeated to add more traffic Endpoint Sets. Click Next to continue.

Note — In this example the traffic pattern is One-One, with Bi-Directional enabled and all the
ports were selected as source and destination creating port pairs.

IA-N QuickTest - RFC2544 - Throughput /Latency

-
Test Selection Traffic IxN
1
;:E Parts Traffic Mesh ———————  —— Source/Destination Endpoints
Source/Dest,  |One - One - T

E Frame Daka T re— 10.200,134.42:2: 10-Ethernet
Tr-FFi- 10.200,134,42:2: 11-Ethernet 10.200,134,42:2: 1 1-Ethermet
affic = & : 2
& UL & L-[v]|10.200.134.42:2: 12-Ethernet L[] |10,200.134.42:2: 12-Ethernet
=7 =7

Traffic Options

@ Test Parameters & &

% Finish

Diestination Endpoints

1 0-Ethernet

z -Ethernet

3 10. hernet

4 ;10.200.134.42:2:12—Ethernet §10,200,134.42:2:9-Ethernet
v Mame: Endpoint Set-2

5

Prev Finish Cancel Help

Figure 20. QuickTest Wizard — Traffic Configuration
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8.

Test Case: ULL Testing Throughput and Latency using RFC 2544

In the Traffic Options screen, configure the Frame Size, Learning and Transmit Delay
options. Click Next to continue.

Note — In this example Custom frame size mode was selected which enables the frame
sizes recommended by the RFC 2544 standard.

Iﬁl QuickTest - RFC2544 - Throughput/Latency

—_— - - H ~ NS
E_l Test Selection Traffic Options IxIN
Fs
g;?g Parts —— Traffic Generation —— Transmit
[] Regenerate Traffic Ttem ak Run Time § —
ﬁ Frame Data Traffic Start Delay (s) 2 [+
—— Frame Size -
Trafi Delay After Transmit (s) 2B
raffic [ allovs minimum frame size
@ Tt Gt Mode [ ] Enable Staggered Transmit
@ Test Paramot o2 Frame Sizes  |64,128,256,512,1024,12580,1518
—— Learning Frames =
Frequency: |Once Per Test > Send MAC Learning Cnly
Send Router Solicitation
Wait Time Before Transmitims): o |§|
Wait Time After Transmit{ms): 1000 |§|
Frames per Address Pair: 10 z
Frame Size: 64 |§| Rate {fps): 100 |§|
Prime the DT after learning (Fast Path)
Mo, of Frames per Address Pair:
Frame Size: Rate (fps): -
Presw Finish Cancel Help

Figure 21. QuickTest Wizard — Traffic Options
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Test Case: ULL Testing Throughput and Latency using RFC 2544

9. Inthe Test Parameters screen configure the Test Parameters, Stats Parameters, Reporting
Options, Duration and Iteration Parameters. Click Next to continue.

Note — In this example the layer 2 Ethernet Switch is in Store and Forward mode so that
latency mode is selected. Also, the throughput performance is expected to be 100% so to
minimize iterations the Initial Rate is configured to be 100%.

|ﬁ QuickTest - RFC2544 - Throughput/Latency - Edit [ULL-Blackbook-2544-3]

Test Parameters

—— Test Parameters —— Duration o
Ports

Trials: 1 z Hours o % Mins o % Secs 20 %
E Frame Data -
TrafFic Profile: Constant Loading | = Iteration Parameters
Traffi Load Type Binary -
ﬁ.ﬁ rame Burst Size(# of frames):
Load Linit % Line Rate >

Traffic Options —— Stats Parameters

Calculate Latency Store and Forward | Binary Mode Linear b

[ caleulate Jitter

[ Sequence Errors Initial Rate 10 £ =
[ Data Integrity Check [ (etie 10 %
—— Pass Fail Max Rate 100 z
L Rate »= Resaolution 1 %
L] tatency <= Backoff % 50 =
ey <= Acceptable Frame Loss % o |§|
SR EiEis <= [ BackafF Tteration
Integrity Errors <= [] saturation Tteration
— Reporting Options Backoff{Saturation as % of Best Iteration Yalue
Report Unit Rate Mbps - ["] stop Search on High Loss
|:| Fast Convergence -
Presw Finish Cancel Help

Figure 22. QuickTest Wizard — Test Parameters
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Test Case: ULL Testing Throughput and Latency using RFC 2544

10. On the Finish screen type in a name for the QuickTest configuration and click Finish.

u-N QuickTest - RFC2544 - Throughput/Latency

Test Selection Finish |xf\.
ﬁ Ports —— Configuration

E S Mame | ULL-Blackbook-2544| |

ﬁ% Traffic

@ Traffic Options

@ Test Parameters

Prev [ext Cancel Help
Figure 23. QuickTest Wizard — Finish and Name Configuration
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Test Case: ULL Testing Throughput and Latency using RFC 2544

11. Once the QuickTest Wizard is finished on the Ports view of the IxNetwork application verify

that the State is up (green) and verify the Port Statistics show the expected Speed, Duplex
and Link State.

BOEE-@-%- %0 @4 -[Etss I itetwork [default_mhaugh22.sncfg]
ﬂ Home Automation Results [ Reports Vigws Configuration
- % I Clear Qvinership @ & E 4 FEdit L1 Properties
i - I8{ Unassign Selected Q [l &8 Refresh 04M Status
Add  add Offline Delete  Coppect Relﬁase )mk Reboot Capture d Quick
Ports+ ' Ports = All = 2l tad Up/Down~ CPU~ v [ Import Lagacy... Elow Graups
AddfRemove Ownership Actions L1 Configuration Quick Traffic
Test Configuration % € £ Ports
I]I]ﬂ Ovenview State Mame Connection Skatus Megotiated Speed (Mbps) Loopback, Transmit Clocking Transmit Gap Mode Trans
z @ |10.200.134.42:2:10-Eth. .
& Chassis 3 @ |10.200.134.42:2:11-Eth. .
4 " ] 10.200.134.42:2:12-Eth, .,
~ @@ Protocol Configuration
B Protocol Interfaces
@ Static
+ o Traffic Configuration
= L2-3 Traffic Items
= L2-3 Flow Groups
4| QuickTests
42 Capturas
General | Ethernet | User defined statistics ﬁ
| Port Statistics | _Port Statistics
Stat Mame Cuplex Made |L\ne Speed  |Link State Frames Tx. |valid Frames Rx. |Frames Tx. Rate |Valid Frames Rx, Rate |Data Int
1 | 10,200,134 42/ Card0ZPort09] Full 100 Mbps Link Up 162,549 163,567 o 2
2 | 10,200,134, 92/ Card0z Pork 10} Ful 100 Mbps Link Up 162,549 163,567 o 2
3 | 10.200.134.42/Card02fPork11 Full 100 Mbps Link Up 162,549 163,567 o 2
b4 | 10,200,134 42/ Card0Zz Port12] Full 100 Mbps Link Up 162,549 163,567 o 2

Figure 24. IxNetwork — Ports View
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Test Case: ULL Testing Throughput and Latency using RFC 2544

12. Once ready to start the test, navigate to the QuickTests view in the Test Configuration bar.
Click on the Play button with the name of the configuration. Once the test is running the log
tab will show the real-time progress and the Stats Viewer will show real-time stats including
latency measurements at the Traffic Item and Flow views. There are tabs along the bottom
to filter for specific results, like latency.

S0hEE- %% e-® s - - Qui IxNetwork [default_mhaugh?2.incfg]
ﬁ Home Automation Results | Reports Views Canfiguration
F| % <, 50X E @ o
uLL- o
S O P - 7Ed\t Dupliate. Delefe QuickTests  Data | Confiuration Safitics TestComposer
Run Edit Results Views
Test Configuration « (€ (2} 1 QuickTests
ol Overview ) RFC2544
+ @ Ports

& Chassis

- @ Protocol Configuration
9 Protocal Interfaces
3 Static

- o Traffic Configuration
5 L2-3 Traffic Items
= L2-3 Flow Groups

Main | Log

3

Mamz
v Al 05/04/2011 15:14:18: =====>BINARY iteration 1, trial 1, Size 123, Rate 100 % RFC 2544 Throughput test

- 05/04/2011 15:14:18:
I QuickTests S Triak 1 05/04/2011 15:14:18: Vaiting for 2 seconds
Framesize: 64 05/04/2011 15:14:20:

Vaiting for ports to Start transwitting...

05/04/2011 15:14:18:

+p Captures Treration: 1.64.1 05/04/2011 15:14:25: Transmitting frames for 20 seconds
. - 05/04/2011 15:14:48: Done transwitting for 20 seconds
[ ————— 05/04/2011 15:14:48: Uaiting for 2 seconds
05/04/2011 15:14:50: Waiting for SV for 6 seconds

Framesize: 255 L 05/04/2011 15:14:56:

Theratinn: 19561 NE/Ng /3011 185-18.65.
4 n 3 4 I
J QuickTests Statistics Traffic Item Statistics Flow Group View Flow View

Traffic Ttem |Rata (Kbps) |Rx Ruats (Kbps) |TxRate(Mhps) Rox Rate (Mbps) | |Stors-Forward Avg Latsncy ins) |Stors-Forward Min Latency (ns)  |Store-Forward Max Latsney (ns) | First TimeStam)
» 1 |ULL-Blackbook-2544 0.000 0.000 0.000 0,00 211,027 9,620 402,140 | 00:00:01.5

El 4« DEI] Al [Leoss | Throughput | Latency |g ]

Figure 25. QuickTests View — Running Test
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Test Case: ULL Testing Throughput and Latency using RFC 2544

13. Once the test is completed the Data Miner browser will pop-up. In Data Miner the current
test should be the active view and the Results can be viewed under the Details section. The
latency results are available for all iterations under the Aggregated Results Tab view.

- - o=

Home

QpenReslt Relete  Generate Load Config
filelocation  Result  Report Filz

Results Tools
Test Results « default mhaugh22 05-04-2011 03-13
‘:'F”’Wﬂ’d‘"gmte”[y 1 rame Date Time Murbero... |Mumbero.. |StrsamD... |Mameofi.. | TestDur... |Product.. |UserMame |YersionM... SeriaslMu..  Comments
(6 defauk_nhaughe... =

2 Burdened Multicast La.
{2 Group JoinjLeave Delay
2 Multicast Group Patter...
2 Multicast Group Capacity
2 Scaled Group Forwarding
{2 Agaregated Multicast ...
{2 Mixed Class Throughput
2] Burdened Group Join ...
) RFC2544

0 BackTo Back Details for ‘Run0001'
{2 Throughput/Latency

Result | Aggregated Result | Tteration | Logfile | # Global Session # | PassFailStats

) Tteration Ago Tx Rate (... |AggRx Throu... |AggRx Throu... |AgaRx Throu... |Agg Tx Count ... |Agg Rx Court ... Agg Frame Los... | Aga Frame Los. ). |Min Latency (ns) | Max Latency (ns) | dvg Latency (ns)|

efa 1 [ 5 6 1100 0 [1190 0 E: 0
h @ default_mhaugh2z... z 1 100.000 100.000 337831.329 345.940 B7SE756.000 B756756.000 0.000 7400.000 393080.000 203015.750
@ default_mhaugh2z... 3 1 100.000 100.000 181155.924 371.008 3623188.000 3623188.000 0.000 7E60.000 394630.000 200537.750
H @ default_mhaugh2z... A = 100,000 100,000 93983.199 384.957 1879700.000 1879700.000 0.000 B000.000 385120.000 194829.625
E' Frame Loss 5 1 100,000 100,000 47891772 392.333 957856.000 957856.000 0.000 9040.000 407820.000 204408.000
i (] default_rahaugh2i... 3 it 100,000 100,000 38460.793 393.843 769232.000 F69232,000 0.000 0.000 450,000 400840,000 201823125
7 1 100,000 100,000 32509,123 304796 650196,000  6€S0LSE.000 0,000 0.000 9620,000 402140,000 211026750

i.[g] default_mhaughzl...
+{_) User Defined Tests
L. Event Scheduler
{23 Converged Daka Center
i) FCOE Max Mo Drop Th..

Figure 26. Data Miner — Browse Post-Test Results Files
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Test Case: ULL Testing Throughput and Latency using RFC 2544

14. In Data Miner select the test run and click on the Generate Report button on the toolbar to
generate a PDF report. In the report the latency performance table is provided.

' @I+ Data Miner = B O
Home [

o X[

en Result  Del Generate | Load Confi
FRRist PSR Report ponfig

Results ‘\.‘ s
Test Results \ « | default mhaugh22 05-04-2011 03-13
0 Agoregated Muticast .. Mame Date Time Mmhero..  Fimhern pream D...  Mameofi.. TestDur.. |Product. |Userk
20 Mixed Class Throughput 05/04/11 15:13:04 [_* default mh.., |00:05:22 | Your switch...
23 Burdened Group Toin ...
) RFC2544

- Back To Back
wy

' TestReport.pdf - Adobe Reader

Fle Edt Yiew Document Took Window Help

¢ e | éﬁstan Meeting. - | {EPrevious Ple Eptetpene [ (15 Ezeomow ®zoomim [T0.0% - of SorolngPages | (o OneFulPage [Fra -
Bookamarks

&

E| Cover

3¢ Ixetwork Report Run-0001

m Table of Contents

RFC2544 - Throughput/Latency - Aggregated Graph

E| Info Page )
[
B Port b Aggregated Latency B b
art Map B Maximum
B |[| Charts 450K
E| lterations 00K
|[| Theoretical Max Rates 350K
e 300
o 60K
. £
= 00
150K
100%
S0
(4
~ B " ~ ~
& & F <Y & & &*
R " g "

Trial - Framesize - Iteration

Figure 27. Data Miner — Generate Report

Test Variables

Any of the following variables may be scaled up in the test to further determine the scalability
and performance of the DUT/SUT:

Number of test ports

Traffic pattern

Measurement options enabled
Transmit duration

Number of frame sizes tested
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Test Case: ULL Testing Throughput and Latency using RFC 2544

Result Analysis

The focus of this test was to measure the latency of the Device Under Test, which in this case
was a layer 2 Ethernet switch. Using the IxNetwork RFC 2544 QuickTest and selecting the
Throughput/Latency test the throughput was confirmed to be 100% line rate at each packet size
(no frame loss was measured) and the minimum, average and maximum latency was measured
ranging from 7.2k ns minimum, 203k ns average and a maximum of 407k ns. To determine if
this was a “pass” or a “fail” it would depend on the requirement of the application.

Result | Aggregated Result | Iteration | Logfile | # Global Session # | PassFailStats

r
Framesize Tteration A0 TxRate (.. |AggRx Throu... | AgaRx Throu... |AggRx Throu... Agg Tx Count ... |Agg Rx Count ... Agg Frame Los... | Aga Frame Los. | Min Latency fns) | Max Latency (ns) | Awg Latency (ns)

N =+ [t Juoom ioooo [ss 11904760000 : 391920, 000 204162.500

B 128 1 100,000 100,000 337631329 35,940 6756756.000 6756756000 0.000 0,000 7400.000 393080,000 203015.750

3 2% 1 100,000 100,000 161155,924 371,008 3623188.000 3623188000 0,000 0,000 7360.000 334650,000 200537750

4 H 1 100,000 100,000 23963199 354,957 1679700.000 1879700000 0,000 0,000 £000.000 385120,000 194529.625

B 1024 1 100,000 100,000 47891772 3235 957656.000 957556.000 0,000 0,000 040,000 407620,000 204408.000

B 1280 1 100,000 100,000 36460793 393,843 769232000 769232,000 0,000 0,000 450,000 400640,000 201823.125

7 1518 1 100,000 100,000 32509123 394,796 650196,000 £50196,000 0,000 0,000 620,000 402140,000 211026,750

Figure 28. Aggregated Results from Data Miner

RFC2544 - Throughput/Latency - Aggregated Graph

Aggregated Latency i

B Maximum
450K
400K
350K
300K
= 280K
i 2008
1608
100%
50K
Ok

& e 3\ o .J\ éﬁ ,ﬁk
Trial - Framesize - lteration
Figure 29. Aggregated Latency Graph in Generated Report
Conclusions

Establishing a latency measurement will depend on many factors and is primarily dependent on
the capability of the DUT/SUT and the variables like traffic configuration and forwarding mode
(like store and forward or cut through).
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

Test Case: ULL Measuring Latency over Time and Enabling the
Latency Histogram

Overview

Determining the minimum, maximum and average latency is important. However, it is critical to
understand if the latency values are changing over time and how many packets were in the
maximum of the range. Increasing latency over time could indicate a device is buffering packets
which could result in packet drops if the transmit duration is long enough.

Objective

In this test case IxNetwork will be used to configure traffic and enable specific latency
measurements including latency over time and a latency histogram.

Setup
Ixia Ports Ixia Ports
AV 4 FE FE ANVd
F AN — ’_ P AN
L2 Switch
DUT

Figure 30. Two 100 Mbp ports connected to a L2 DUT

Step-by-step instructions

1. Launch the IxNetwork application, then on the Overview view click on the link to “Click
here to configure Ports”.

Note — Another option is to select “Add Ports” from the Home toolbar.
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

SIOEH- - - 2 - @ & - [Ellu £31= INetwork [default_mhaugh22.incfg] = =3
Home  Automation  Resuts/Reports  Views aq
by @ o7 [Bl B
& L a8 . = 2
Add Add Adg Add Resource  Test Clear
Pos+ Frotocols -~ Traffice Quickiests= Manager= Ophons | Stabsbcs -
Run Build Statistics
Test Configuration « | € o 1 lyoveniew
[l overview || S 0 QuickTests
- @ Ports
&, Chassis

@ Protocol Configuration

== Traffic Configuration

|| QuickTests
i Captures

0 Pprotocols 0 Traffic Items

Figure 31. IxNetwork Application Overview screen

2. Inthe Port Selection dialog, select the chassis to be used in this test (if no chassis has

previously been used then click the green + to add a chassis). Next, click on the button to
Connect all checked.

|? Port Selection

| Chassis '{',3 a3 3| EB All ports | = Ports in configuration EZ'J Add Offling Ports Se

State Mame ChassisfCard/Part

10.200.134.42

Add ports
L | 10.200.134.41

Connect all checked Az

Figure 32. Ports Selection dialog
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

3. Next, in the Port Section dialog, click on the arrow to expand the card to be used in this
test. Then select the ports and click the Add ports button. Click OK to finish.

| Chassis &+ K| 2|[=2| %= Al ports | Ports in configuration == Add Offiine Forts || 3§ All ports g |
Chassis/Card/Port Type Owiner State Name Chassis{CardjPart Type
~ @ 10.200.134.42 ixos 6.10.751.20 eh 1 v @  10.200.134.42:02:09-Ethernet
b B Card 01 16 PORT 10/100/1000 LSM XMV18 7 @ 10.200.134.42:02:10-Ethernet
B9 Card 02 16 PORT 10/100/1000 LSM XMVDCL6
@ Port 01 10/100/1000 Base T IxNetwork/stetson2/arasheed L
I Port 02 10/100/1000 Base T TIiMetwork/stetson2/arashesd 2ad pors
@ Port 03 10/100/1000 Base T IxNetwork/stetson2fysun
13 Port 04 10/100/1000 Bass T IxNetwork/stetson2fysun
i3 Port 05 10/100/1000 Base T IxNetwork/ChassisBetaZ/ Administrator
i3 Port 08 10/100/1000 Base T IxNetwork/ChassisBetaZ/Administrator
@ FPart 07 10/100/1000 Base T
Pt 10/100/4000-B35a T
Port 09 10/100/1000 Base T
Port 10 10/100/1000 Base T
@ Port 12 10/100/1000 Base T
@Fart 13 10/100/1000 Base T
@ Fort 14 10/100/1000 Base T
@ Port 15 10/100/1000 Base T
@Fort 16 10/100/1000 Bass T
+ B Card 03 12 PORT 10/100/1000 XM512
» B Card 05 16 PORT 10/100/1000 LM XMV15
v B Card 08 16 PORT 10/100/1000 LM XMV1E
v EE card 07 8 PORT 10GE LSM XM3
v B Card 0B 4 PORT 10/100/1000 STX54-256M5
» B Card 03 2 PORT ATM/POS 622 Mukti-Rate-256MB
+ B Card 10 12 PORT 10/100/1000 XM512
v B Card 12 12 PORT 10/100/1000 XMSR12
4 [ b 4 [ [3
Cancel Help
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

4. Once finished with the Port Selection dialog, on the Ports view of the IxNetwork application

verify that the State is up (green) and verify the Port Statistics show the expected Speed,
Duplex and Link State.

20O EE - - - 2 - (@ & - |EN £+ Port Tools IxNetwork [default_mhaugh22.ixncfg]
ﬁ Home Automation Results { Reparts Migws Configuration
I-._ % (=} @D Ij & Edit L1 Properties }
- _' '%" ﬁ Unassign Selacted O @ Refresh Q&M Status
-dd A" Orﬂme Delet= R.eli']ase Link Rebwt Capt.Jr-e ﬁ(
Poris ~ Up/Dowm» CPU~ = Import Legacy... Flo
Add/Remove Ownership Actions L1 Configuration Qui
Test Configuration & € o (2} ©)rorts
III["] Qverview Skate Mame Conneckion Status Megotiated Speed (Mbps) Loopback Tran:

1 @ 10,200,134, 42:02:09-EL..,
2 @ | 10.200.134.42:02:10-EF. .
W Thases

~ @ Pratocol Configuration
b @ Protocol Interfaces

b 6B Static

=~ Traffic Configuration

1] QuickTests

*}F Captures zeneral | Ethermet | User defined statistics ﬁ

| Port Statistics || Port CPU Statistics Port Statistics
Skat Mame Duple:x Mode |Line Speed  |Link State Ffames Tx,  |Valid Frames Rx,  |Fram
v 1 [10.200.134.42]Cardnz]Por .. Ful 100 Mbps Link Up 0 79
2 10,200,134, 42/Card02/Port 10 Full 100 Mbps Link Up u] 7

Figure 34. Ports View
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

5. The next step is to build traffic. First traffic end points should be created, so go to the Static
view and click on the LANSs tab since the DUT is a Layer 2 switch. Click the Add LANs
button on the toolbar.

@ODEE-@-%-% C-@4& -ElWc - Protocols Tooks It
B Home Automation Results [ Reports Views Configuration
R % Remove LAN(s)
Protocols  Static Traffic Grid
- Actions - Group ID Operations -
Actions Edit Gnid
Test Configuration « | € {2} €D Protocol Configuration » €8 Static
I:I[||] Owerview
Diagrarm l 1P| ] Interfaces In Groups
- @Pors
ﬁ!ﬁ Chassis Port Enable MAC Range Mode MAC A

+ @ Protocol Configuration

b 5 Protocaol Interfaces
b (P Static

=~ Traffic Configuration

4 QuickTests |
L ]

e e eeee - LAN - Normal Mode 4 L&M - Bundled Made /

Figure 35. Static LANs Configuration

6. Inthe Add Static Lans pop-up, check the boxes on each port to add 1 per Port. Then click
OK.

&dd # Static Lans per Port I'I

— —Select the Parts ta include

0.1 10 i 600 e
1 10200134 42-02:10-Ethemet 101001000 Baze T

ikral hue:

. | B

Selectdl | Claran |

ok I Cancel I

Figure 36. Add Static Lans Wizard

7. Next, configure the MAC addresses for each port and check the box to Enable the LAN.

PN 915-2360-01 Rev C June 2011 35



Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

L& S - D8 - Mg &2 - (@) gl - I SR |+ . Protocols Tools | IxMetwork | default_mhaugh22.ibmckg,
ﬂ Home Automation Results | Reparts Views Configuration
e ol Add LANS : (5] Filter Selected Ports
v % Remove LAN(S) 1 Clear Filter Selectad Ports
Protocals  Static Traffic Grid
- Actions -  Group ID Operations ~
Actions Edit Grid
Test Configuration & | € m FP Protocol Configuration » £ Static
uﬂﬂ Overview
Diagrarn l P LANz ‘FR ] ATH ] Irterface Groups ] Irterfaces n Groups
- @ Pors —
& Chassis Port Enable MAC Range Mode MAC Acddress | C{ﬂi";em Court
. . 1 I Mormal 0000000009 01 Ird 1
~ € Protocol Configuration 2 g Mol Eooioomoioozl| W 1
» @ Protocal Interfaces -
b R Static

~~ Traffic Configuration

4. QuickTests

+h Captures

i

LAM - Mormal Mode A LAM - Bundled Made l)‘

Figure 37. Static LANs Configuration

8. Now navigate to the Traffic Configuration view and click on the Add L2-3 Traffic Items

button.

Note — another option is to click on the L2-3 Traffic button from the toolbar.

DVEE-&- o8-

Ve & - @ 5l - |2l $3 17 Traffic Tools |
ﬂ Home Automation Results | Reporis Views Configuration
& rid,/Col
. :
23 Ly Ed Delet= Traffic
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+ @@ Protocel Configuration

» (3 Protocol Interfaces
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4. QuickTests
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

9. Inthe Advanced Traffic Wizard select the Type of Traffic as Ethernet/VLAN (since the DUT
is a Layer 2 switch). Check the Bi-Directional check box. Select the MAC address
endpoints as Source and Destination and click the green down arrow to add the traffic as an
Endpoint Set. Next, Click on Frame Setup in the navigation bar.

Note — Packet/QoS and Flow Group Setup are optional to configure for this test.

|ﬁ Advanced Traffic Wizard [_ O] x|
@: el Ix“
—— Traffic ltem ————— —— Source / Destination Endpoints
@ Packet [ Qo3
Traffic Mame Traffic Ikem 1 Traffic Group ID Filters | Mone selected -
DE‘: Flows Group Setup ¢ N
Traffic |Eth EVLAN - o
vpe of Traffic ernet/ Saurce | | Al | ? & Destination | | Al | TS
— Traffic Mesh —— —— | " ] Al Ports > All Parts
v ! 10,200.134,42:02:09-Ethernet yl:l 10,200,134.42:02:09-Ethernet
SourcefDest.  |One - One TU e statie £.[¥] 10.200.134,42:02: 10-Ethernet
RoukesfHosts | One - One - e - Ethernet 6\-- Skatic
— [ o
Bl Directional , D 10,200, 154, 42:0%: 10-Ethernet [M&C: 00:00:00:00: 10:02 Cnk: 1

Allow Self-Destined

A A

— Endpoint Sets
Mumber of hosts per Route 1 = %

Encapsulation Source Endpo... | Destination Endp... Traffic Gro...
¥ N t-1

Uncheck this option to test overlapping Lo E ___
VPN addresses ¥ Name: EndpointSet-2
z “Mew = “Mew = “Mew = Mone selected

[ext Finish Cancel Help

Figure 39. Advanced Traffic Wizard — Endpoints
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

10. On the Frame Setup page, configure a fixed frame size of 512 bytes. Click Next to
continue to the Rate Setup.

Note — Frame size is a variable in this test

|ﬁ Advanced Traffic Wizard

=] B3
¥ ; ? -
@ Endpoints Frame Setup IxIN
(©) &l Encapsulations () Per Encapsulation
@ Packet [ Qo3
DE‘: Flows Group Setup
Frame Setup
Rate Setup
All Encapsulations - Same settings will be applied to all {13 encapsulation(s)
Flows Tracking :
—— Frame Size — Payload
Dynamic Fields (©) Fixed size 51z Type Increment Byte -
Preview [ ! Increment Gatten
() Randam
= Validate i —— CRC Settings
(ML
. --;--No Error
() Cuskorn IMIA
] _ (") Bad CRC
() Quad Gaussian
. Disparity Errors
) Auto s
— Pt ble Size
@) Auto
[ ! Cuskom

Presw

Finish Cancel Help

Figure 40. Advanced Traffic Wizard — Frame Setup
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

11. On the Rate Setup page, based on the result of the 2544 test, the Rate will be configured at
100% (it is recommended to test at the highest no-drop rate). Configure the Transmission
Mode to be Fixed Duration for 60 seconds. Click Next to move on to the Flow Tracking

page.

Note — Transmit duration is a variable in this test. It is recommended to test for at least 60
seconds to determine the trend of the latency measurement over time. Longer duration test
should also be run.

Im Advanced Traffic Wizard IS[=] B3

Rate Setup

¥
% Endpoints
() &l Encapsulations () Per Encapsulation
Packet [ Qo3

QE‘: Flows Group Setup

Frame Setup

T

Rate Setup

All Encapsulations - Same settings will be applied to all {1} encapsulation(s)
Flows Tracking

RBOE

—— Tralffic Item Tr ission Mode —— Flow Group Tr ission Mode
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¥ (2 Interleaved (&) Continuous | Stop After 60| seconds
) Preview () Sequential () Fixed Packet Count Start Delay 0 |bytes -
validate The Intetleaved Transmit mode will interleave the () Fied Iteration Count | Mirimum Gap 12 | bytes

packets from each Flow Group when sending Traffic =
(2 Fixed Duration

() Burst (ko)

() Burst {Cuskom)

How it will lock on the wire: n L| §A n U %g n

—— Rate —— Rate Distribution
(@) Line rake 100,00 % Lol
- (20 Apply rate on all ports
() Packet rate & soli
_ ! 5plit rate evenly among ports
[ ! Layer2 Bit Rate Flows Groups:

() apply port rate to all Flow Groups
(©) 5plit part rate evenly among Flow Groups

Prev Finish Cancel Help

Figure 41. Advanced Traffic Wizard - Rate Setup
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

12. On the Flow Tracking page, select the Track Flows by option, Destination MAC is used in
this Layer 2 switch test example. Under Latency Bin Measurement, click the Enable box
and configure the bin values. Since the 2544 test indicated a range from 8us to 385us the
bins were configured from 10us to 500us. Click Finish.

Note — at least one tracking option must be enabled to get traffic statistics.

Iﬁ Advanced Traffic Wizard IS[=] B3
¥ w TraEs -
@ Endpaints Flow Tracking IxIN
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[ sourcefDest Part Pair

] source Endpoint
[C] Dest Endpoirt

a

Frame Setup

@ Rate Setup
|:| Source Port
é Flaws Tracking [ Traffic Group 1D
: [C] MPLS Flaw Descriptar
Q-:g Drynarmic Fields [ Frame Size
[?"'_' ) [ Elow Group
& Presvigw Ethernet 11 : Destination MAC Address

|| Ethernet I : Source MAC Address
|:| Ethernet II : Ethernet-Type

[T Ethernet IT : PFC Queus
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Figure 42. Advanced Traffic Wizard — Flow Tracking
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

13. Once finished with the traffic wizard, from the Configuration tab toolbar, click the Apply L2-

L3 Traffic button. This applies the configuration to the hardware.

I Applyl23 Traffic |
D{“P Start L2-3 Traffic

+ ) Poris

l=!‘ii Chassis

-~ @ Protocol Configuration
b @ Protocol Interfaces
b €P Static

» 5 Traffic Configuration
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| =~ L2-3 Flow Groups |

4. QuickTests

gy Captures
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Figure 43. Apply Traffic
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

14. When testing a Layer 2 switch it is important to send learning frames before a test so that
the MAC address table is populated and the DUT will not need to broadcast the frames to
perform learning during the test. To send learning frames there is an option under Traffic
Actions to Send Learning Frames. The frames can be verified in the Port Statistics view.

Note — It is common to have more Rx than Tx on the Port view since the DUT may be
sending frames like discover packets or other protocol packets. These types of packets are
not counted in the Traffic Item and Flow statistics.

SOEE- - P2 - I“,ﬂ 2 v (@) &l vll_‘ljlll"l: Traffic Tools IxMetwork [default_mhaugh22.ixncfg]
ﬁ Home Automation Results | Reports Visws Corfiguration
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|>' “-T:'ﬁ EGL—‘ ! ¢5 = S 5 Group Rows By - - Relative
173 Traffic L3-3 N = Gri elative Increase —————
Trazbﬁ': - Actions - Traztﬁ': - Edit Regenerate Jﬁf\;:ch, Operations « )
Run e Start Selected | Edit Grid Rate Cor
Test Configuration <, Traffic Configuration + 2 L2-3 Flow Groups
olly Bverview |g Send Leaming Frames | R Ports Flow Group Mame Encapsulation Editor | Configured Frame Size apy
) = Mesh; CneToone, Bi-directional
> @ Pors [E Duplicate 0.134.42:02:10-Ethe, .. Traffic Item 1-EndpointSet-.., Ethernet IT Fixed: 512 Fixed
M Chaseis Y convertto Raw 0.13%.42:02:09-Ethe... Traffic tem 1-EndpointSet-... Ethernet II Fixed: 512 Fixed
@ Protocol Col ' Validate L2-3 Traffic
» €Q Protocol| == Edit Packet Templates
» ER Static .
» = Traffic Configuration
b = L2-3 Traffic Items
= L2-3 Flow Groups
4| QuickTests Flow groups | Frame Sekup ﬂ
3 Captures | Traffic Statistics I Port Statistics | Flow Detective Data Plans Port Statistics Usar Def
t
Skat hame Duples: Mode |Line Speed |Link Skate Frames Tx,  |%alid Frames R, [Fram
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Figure 44. Send Learning Frames
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

15. Next, to be able to view the Latency Histogram (Rx count per bin), click on the Traffic Iltem
Statistics tab. Then, the Statistics Tools toolbar is now visible. Click on the Customize
Traffic View button. In this dialog remove all the Included Stats by selecting them ad
clicking the remove button. Then, click on the Rx Frames per Bin and add the stat and click
OK.

BIOEE- %P o-@ gl v|l_|jb|‘,|: Statistics Tools IxNetwork [default_mhaugh22.incfo]
ﬁ Home Automation Results / Reports Views Data Formula { Alerts Design
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raric View &N Customize Traffic View = E . iz eken
Statistics Traffic c Mew View
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Test Configuration « (£
- i i Skatistics Designer
Dﬂﬂ Overview LY -Selectlon J e Size Framg Rate 1
+ boute Available Stats Included Stats
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a Store-Forward Min Latency (ns) per Bin H]] R Rate (Bps)
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Figure 45. Customize Traffic View
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

On the Filter Selection tab select the port to enable the latency bin measurement on.

Note that the red circle with white x indicates an error. In this case multiple Rx ports cannot
be selected, so only one is selected to fix this error.

I:'N Customize Traffic Yiew
f:? Favorites > ﬁv Select a Profile ... > ﬁ ﬂ @%
Filker Selection || Skatistics Designer

@ © Flow Filtering () Flow Detective

And
b [Traffic Item] Equals all Traffic Ttems
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- [Agaregation A .. all Fx Ports
| 10,200,134,42:02: 10-Ethernst
i [_]110,200.,134,42:02:09-Ethernet

Sorting and Grouping

o Al
. Ingre

Ok Caneel

Figure 46. Filter Selection

16. Now, under the User Defined Statistics tab the latency bin values are available. Use these
statics to determine the performance and behavior of the measured latency. In this example
the largest bin continues to increment which could indicate the DUT is buffering frames and
latency performance is getting worse over time.
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Figure 47. User Defined Statistics
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

17. Next, to look at latency over time, click on the Traffic Iltem Statistics view; scroll over to the
Min, Average and Max latency measurements. Select those cells, right-click and select Add
to Custom Graph->New->Time Series

Flow groups | FrameSetup | £ A T Y

| Traffic Statistics Part Statistics Flow Detactive Data Plane Port Statistics User Defined Statistics [ Traffic Item Statistics b x
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Define Alert...
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Figure 48. Traffic Item Statistics — Add Time Series Graph

18. Click on the Custom Graph tab and from the traffic toolbar icon start traffic using the Start
L2-3 Traffic button.

Note — again it is observed that the average and maximum latency values are increasing
over time.
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Figure 49. Start Traffic — Custom Graph
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

19. To enable csv logging of the data click on the Traffic Statistics selector button, then right —

click on the desired view, in this case Traffic Iltem statistics and click Properties.
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

In the Properties dialog, click on the CSV Logging option in the tree, then click the

checkbox to Enable CSV Logging and optionally you can configure the name of the file.

Note - the file location is also shown here.

;r‘d Yiew Properties E
| = Appearance =10/ %]
: General Ei
: | B G | © |
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EE)
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Figure 51. View Properties
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Test Case: ULL Measuring Latency over Time and Enabling the Latency Histogram

20. Navigate to the CSV file on the local machine for further analysis of the latency
measurements:

Jack = 3 - (T | earch |0 Eolders |1 (8 3¢ ) | [7]x ] |
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o o 0] o 2368229 8280 2432340
192477184 1924792 192477 2| 192479 19247 23868155 5260 2474840
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182477184 1924792 1924772 192479 192.47 2427182 a280 2546360
182479232 1924833 192479.2) 192483 192.47 2445943 8280 2582140
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Figure 52. CSV Log file

Test Variables

For latency performance testing, the key is to establish a performance benchmark using the
RFC 2544 test methodology, then extend that testing to perform longer duration testing looking
at the distribution of the latency measurements and the latency trend over time. Variables for
this test include:

e Transmit Duration
e Frame Size
o Traffic Pattern

e Number of ports and flows used in the test

Results Analysis

If the DUT/SUT is performing well the average and maximum latency values should be pretty
constant. If these values are increasing over time, this indicates an issue with the DUT/SUT
and buffering or another problem may be occurring. If this is the case, try adjusting some of the
variables including frame size and rate. Devices typically perform better with larger packets
since the packet rate is lower and some devices cannot forward traffic at wire rate, so the rate
should be decreased to the highest no-drop value.
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Test Case: ULLN Testing a Service during Service Activation or during Maintenance

Test Case: ULLN Testing a Service during Service Activation or
during Maintenance

Overview

After testing in the lab the next phase is service activation testing. To test a live service
between two locations will require the test equipment to be synchronized using GPS. This
procedure will outline how to establish GPS connectivity, and then use IxNetwork to run
performance testing as described in the two previous test cases.

Objective

The test objective is to measure the performance of an Ultra-Low Latency Network service. The
latency measurements are expected to be similar to the System Under Test results that were
run in the lab with the addition of the network/propagation delay.

Setup

Each location will require an Ixia AFD1 GPS unit and an Ixia chassis (like this XM2):

‘ ' Ixia XM2
Ixia AFD1 GPS Receiver (slave)

(master) Sync Sync

Qut In

USB cable
provides power and COM3 channel

Figure 53. Ixia Chassis with AFD1 GPS Unit
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Test Case: ULLN Testing a Service during Service Activation or during Maintenance

Step-by-step Instructions

1. Using IXExplorer, right click on the chassis and select Properties:

IL'{E IxExPlﬂrEr - ﬁ.1| h. itart Transmit .
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@ | X B
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&

[l
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&# Clear All Skatiskics

E||:| Chassis Ch Clear Timestamps

[:l clobal Yie Reset Sequence Index

(£ M1 Templa

[:l Lavouks

Start Collisions
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o Send Arp Reguest
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Clear My Ownership

Clear all Dwnership
Take Cwinership

User Management. ..

Reset Fackaory Defaulks

Delete Dl
Copy Chel+Ins
B raste Shift+Ins
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I Diagrostics
| Properties., .. Alk+Enker

Figure 54. Chassis right-click menu in IXExplorer
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Test Case: ULLN Testing a Service during Service Activation or during Maintenance

2. Inthe Properties dialog select the GPS (AFD1) option. If operating properly the Lock
Status should read Locked. Click OK.

Chassis Properties for Chassis 01 il

Geneal  Time Source | S afety Features | Logging and Alerts I | sFematelp I

— Timer Sourca

" Synchionous el If set to Synchronous time source, a chassis
connected to GPS does not operate properly
¥ GRS (AFD1) unless the sync cable is disconnected.
— GPS Stalus

Lock Status m Saelites Us=d -

Sat 1 ID:SNAHEHZ) (2734

T Tirnz FEEE R
urc zoraonr  Set2IiSNAEEHZ) (256
Dapkoreh:vear
Sat3IDSNARBHZ) 3337
Sat 4 I0:SNRHBHZ) (0834
FPGA Versiarn 0001

Postion Fix  [Vid 5PS

JK I Cancel Soply | Help |

Figure 55. Time Source Configuration

3. Once locked, the IxExplorer GUI will show (GPS Ready) next to the chassis name.
”] ° ChassisAtsk:

1_] ::H Card 02 - IUIIUUIIUUOALMTB
+ H8 Card 04 - 10/100/1000 TXS4
@) M%assislnLab
@ MyDemo
@ SimonsChassisAtHome
@ SteveChassis

M Vvian 1 AD

Figure 56. Chassis GPS Ready
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Test Case: ULLN Testing a Service during Service Activation or during Maintenance

4. In IxNetwork, once connected to the chassis, the Chassis view should show the Status
as Connected, Slave. This should be the case for both chassis used in the test.
@OEE-@-%-%2-©-EWs-
ﬁ Home Automation Results | Reports Views
[:}' I Capture oo C S £ = & 2
i#_ : ;il‘dd Add A?fd _Add Resource Test C|_Ea_|:
Trathic - Ports » Protocols »  Traffic»  QuickTests - Manager - Options Statistics
Run Build Statistics
Test Configuration & € m 9 Ports & Chassis
III[“] Overview Chassis Mame or IF Skatus 12035 Version Sequenc... [Ch
J Connecked, Master
- € Ports

- 0 Protocol Configuration

Figure 57.

IXNetwork Chassis view

5. Once both/all chassis used in the test are synchronized to GPS then proceed with test
cases 1 and 2, running the 2544 test and the latency histogram/latency over time test.

Conclusions

Service activation testing is an important step of service turn-up. Once a service is live and
production traffic is running there is limited opportunity to run active testing using test traffic.
There is typically a method to monitor performance to ensure that the service level is being
delivered to the SLA. There may be periodic maintenance windows which allow running an
active test (generating test traffic) to ensure the service is still being delivered at the original

performance level.
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