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Ethernet Synchronization

How to Read This Book

The book is structured as several standalone sections that discuss test methodologies by type.
Every section starts by introducing the reader to relevant information from a technology and
testing perspective.

Each test case has the following organization structure:

Overview Provides background information specific to the test
case.

Objective Describes the goal of the test.

Setup An illustration of the test configuration highlighting the

test ports, simulated elements and other details.

Step-by-Step Instructions Detailed configuration procedures using Ixia test
equipment and applications.

Test Variables A summary of the key test parameters that affect the
test’s performance and scale. These can be modified to
construct other tests.

Results Analysis Provides the background useful for test result analysis,
explaining the metrics and providing examples of
expected results.

Troubleshooting and Provides guidance on how to troubleshoot common
Diagnostics issues.
Conclusions Summarizes the result of the test.

Typographic Conventions

In this document, the following conventions are used to indicate items that are selected or typed
by you:

e Bold items are those that you select or click on. It is also used to indicate text found on
the current GUI screen.

o ltalicized items are those that you type into fields.

PN 915-2625-01 Rev F June 2014 vii



Ethernet Synchronization

Dear Reader

Ixia’s Black Books include a number of IP and wireless test methodologies that will help you become
familiar with new technologies and the key testing issues associated with them.

The Black Books can be considered primers on technology and testing. They include test methodologies
that can be used to verify device and system functionality and performance. The methodologies are
universally applicable to any test equipment. step-by-step instructions using Ixia’s test platform and
applications are used to demonstrate the test methodology.

This tenth edition of the black books includes twenty two volumes covering some key technologies and
test methodologies:

Volume 1 — Higher Speed Ethernet Volume 12 — IPv6 Transition Technologies
Volume 2 — QoS Validation Volume 13 — Video over IP

Volume 3 — Advanced MPLS Volume 14 — Network Security

Volume 4 — LTE Evolved Packet Core Volume 15 — MPLS-TP

Volume 5 — Application Delivery Volume 16 — Ultra Low Latency (ULL) Testing
Volume 6 — Voice over IP Volume 17 — Impairments

Volume 7 — Converged Data Center Volume 18 — LTE Access

Volume 8 — Test Automation Volume 19 — 802.11ac Wi-Fi Benchmarking
Volume 9 — Converged Network Adapters Volume 20 — SDN/OpenFlow

Volume 10 — Carrier Ethernet Volume 21 — Network Convergence Testing
Volume 11 — Ethernet Synchronization Volume 22 — Testing Contact Centers

A soft copy of each of the chapters of the books and the associated test configurations are available on
Ixia’s Black Book website at http://www.ixiacom.com/blackbook. Registration is required to access this
section of the Web site.

At Ixia, we know that the networking industry is constantly moving; we aim to be your technology partner
through these ebbs and flows. We hope this Black Book series provides valuable insight into the evolution
of our industry as it applies to test and measurement. Keep testing hard.

ﬁvv

Errol Ginsberg, Acting CEO
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Ethernet Synchronization

Test Methodologies

This document presents a thorough methodology for testing timing and synchronization over
packet-based networks. Ethernet synchronization technologies, such as IEEE1588v2 Precision
Time Protocol (PTP) and Synchronous Ethernet (SyncEk) are discussed in depth. Key scenarios
describe synchronization protocols and clock quality testing of timing enabled networks and
devices.
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Ethernet Synchronization

Introduction and Overview

In this Black Book on testing timing and synchronization over packet networks, Ixia has
produced a definitive guide to the technological characteristics of timing and synchronization
protocols, and the methodology for testing protocol functionality and synchronization
performance of timing enabled network devices.

As network providers roll out the Next Generation Network (NGN), they are looking to extend
the life of their existing TDM-based networks to carry IP data and applications seamlessly
across Ethernet networks. As transport migrates from TDM networks (SONET, T1, and E1) to
packet networks (Ethernet), technologies such as IEEE1588-2008 Precision Timing Protocol
(PTP), Circuit Emulation Services (CES), and Synchronous Ethernet (Synck) are becoming
common methods for delivering timing and synchronization throughout the Ethernet network.
This is driven by the fact that native Ethernet does not have an embedded timing distribution
capability. Synchronous Ethernet allows Ethernet to distribute a clock signal with a highly
accurate frequency at the physical layer in a similar manner to the capability that already exists
in TDM networks. However, new requirements — such as distributing Time-of-Day (ToD) to meet
requirements in the mobile space to achieve phase alignment — cannot be met by Synchronous
Ethernet frequency distribution alone. IEEE1588 is able to deliver ToD information in order to
enable phase alignment over Ethernet networks. Other applications such as video streaming
and interactive gaming may also require accurate ToD distribution.

Network engineers are increasingly developing and deploying IEEE1588 devices such as
Transparent Clocks, Boundary Clocks, Master Clocks and Slave Clocks, as well as packet
forwarding equipment that use Synchronous Ethernet to distribute frequency synchronization.
Further, hybrid networks using a combination of PTP and SyncE are emerging. It is critical for
engineers to develop and execute plans for testing the functionality, timing accuracy,
performance, and scalability of these devices.

PN 915-2625-01 Rev F June 2014 1



Ethernet Synchronization

Ethernet Synchronization

Ethernet Synchronization Technology

As the demand for advanced mobile broadband services continues to increase, many network
providers and carriers are migrating their mobile backhaul networks from legacy synchronous
transports, such as SONET/SDH and T1/E1, to Carrier Ethernet. Traditional TDM networks
provided not only data transport, but also synchronization of frequency. Synchronization
equivalent to what has been provided for TDM networks must be provided on Ethernet networks
for Ethernet to be used as a replacement for TDM. This must be done without impact to the
synchronization quality and network performance. In addition, modern wireless networks are
demanding time/phase synchronization as well. It is critical to verify synchronization
performance of Ethernet network elements before deployment.

Three primary methods are used to deliver synchronization over Ethernet:

Circuit Emulation Service (CES): TDM frames from T1 or E1 circuits are encapsulated
and transported directly over Ethernet, often in pseudowires, over devices known as
Interworking Functions (IWF). Normal TDM equipment exists at both ends of the
connection. Timing frequency is recovered exactly in the same manner as in
conventional TDM, given that it is simply TDM traffic that is being transported over an
Ethernet pseudowire. The quality of the recovered timing is determined by the IWF and
the method(s) used.

IEEE1588 Precision Time Protocol (PTP): PTP is a two-way time transfer protocol
wherein a Grandmaster clock is synchronized to a high quality source, such as GPS,
and then generates packets with precise timestamps that are sent downstream to slave
devices. The slave devices use these timestamps as well as a delay request and
response conversation to derive the clock that is supplied to the equipment requiring
synchronization. Devices between the master and slave clocks may be ordinary
switches and routers, or specialized equipment with on-path support, such as Boundary
Clocks and Transparent Clocks, which are intended to mitigate the effects of timing
impairment introduced by the network between the master and slave.

Synchronous Ethernet ('SyncE’): Uses the bit clock of the Ethernet physical layer to
provide frequency synchronization. ESMC frames are sent between the SyncE EEC
devices to advertise clock quality and other synchronization status messages (SSM).
These different methods may be used independently or in conjunction with one another.
Hybrid networks that intentionally use more than one technology to leverage the
strengths of each are increasingly being deployed, notably PTP with SyncE.
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Technology Alternatives
The following technologies can add a clock distribution capability to Ethernet:

Network Timing Protocol (NTP) has evolved (NTPv3, REC 1305 and SNTPv4, RFEC 4330) and
is used extensively in systems that require clock synchronization to an accuracy of 1-50 ms.
Better accuracies require carefully controlled switches, clients, and servers. Recognition of
NTP’s fundamental limitations helped lead to the development of IEEE1588 Precision Time
Protocol (PTP).

Global Positioning System (GPS) technology is used extensively in CDMA wireless base
stations and many other applications to provide frequency and time synchronization. However,
GPS receivers require setup of an antenna with adequate sky view. This can be impractical in
many home, business, and central office (telecommunication) environments.

Hybrid T1/E1 and Ethernet systems use one or more legacy T1 or E1 links to provide clock
synchronization (syntonization only) and use Ethernet to expand bandwidth more cost-
effectively. This is not cost-effective for new installations.

IEEE1588, Synchronous Ethernet, and Hybrid systems are favored but face their own
implementation challenges that are described later in this book.

Applications Requiring Synchronization
There are many new and evolving applications that need synchronization. These include:

o Wireless backhaul: “Wireless backhaul” refers to the path in the radio access network
between the base station (Node B) and an upstream node, such as a base station
controller (Radio Network Controller). Ethernet is replacing and augmenting legacy
T1/E1 links along these paths.

Wireless Frequency Division Duplex (FDD) systems generally require only frequency
stability and lock (syntonization) of base stations. Time Division Duplex (TDD) systems,
however, generally also require time-of-day (also known as “wall clock”) alignment.

e Femtocell: Service providers can extend network coverage to the interior of homes and
small businesses by using small cellular base stations and taking advantage of existing
DSL, cable, or Ethernet access for the backhaul. Although standards bodies (such as
3GPP) are relaxing the frequency precision requirements for indoor base stations, there
is still a need for a low-cost synchronization mechanism to replace GPS receivers and
ovenized oscillators.

e Carrier Ethernet: Other carrier applications requiring synchronization include Circuit
Emulation Services (CES) and Passive Optical Networks (PON).

e Data centers: Data center operators are being driven to deploy low-latency Ethernet
switches and to log and timestamp packet data so that financial transactions can be
accurately traced, and to offer services to derivatives traders whose profit relies on
being able to set online trades milliseconds faster than their competitors.
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e Industrial Automation: There are a multitude of needs for the synchronization of
industrial equipment within segments such as power, transport, process control and
manufacturing automation. Manufacturers and system integrators are increasingly
standardizing on Ethernet for the advantages of cost and equipment availability.

e Test and measurement systems: LXI (LAN eXtensions for Instrumentation) Class A
and B devices use IEEE1588 to provide time-stamped data logging and measurement
triggering across a standard Ethernet LAN.

o Military/aerospace/defense: Specialized Ethernet switches that include IEEE1588
Transparent Clock capabilities are already replacing IRIG-B and GPS for clock
synchronization in environments that require ruggedized network equipment.

¢ Audio Video Broadcasting (AVB): The IEEE is developing a set of standards in 802.1
to allow transport of time-sensitive data and the synchronization of multiple media
streams for applications such as digital video, high-fidelity digital audio and gaming.

The table below lists the frequency and time transfer performance goals for a few of these

applications.
Table 1.

Example Application

Frequency

Syntonization and Synchronization Performance Goals for Example Applications

Time-of-day (Phase)

Relevant Standard

Requirement

Requirement

CDMA 2000 3GPP2 C.S0010- | 50 ppb 3 us;
B, C.S0002-B 10 ps worst-case

UMTS TDD TS 125.105 50 ppb 2.5 us between base
stations; 1.25 ps from a
common source

UMTS FDD and GSM | 3GPP standards 50 ppb Not applicable

FDD

TD-SCDMA 3GPP TR 25.836 50 ppb 3 Us

WiMax IEEE 802.16 2 ppm 5 us suggested for
TDD

DVB-T/H SFN Few ppb (depends on | 1 us

radio frequency)
LTE Multimedia 3GPP 3 us

Broadcast over SFN

Note: The above requirements generally apply to the radio interface at radio base stations. A
much tighter frequency or timing budget (e.g., 16 ppb, as per ITU-T G.812 Type II) may be

required to be allocated to the network or to individual network devices.

Source: IEEE1588v2 telecom profile framework, IETF draft-ji-tictoc-1588-telecom-profile-
framework-01.txt, Feb 2008.
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Testing Ethernet Synchronization

Network operators and service providers must test their equipment and networks before
deployment to ensure interoperability, applicability of the design for the intended application or
purpose, and to maximize revenue and customer’s quality of experience. Likewise, the
equipment manufacturers must test their equipment before presenting it to their customers, the
network operators, and service providers. Vendors of Ethernet hardware and silicon solutions
(for example, PTP-enabled Ethernet PHYs and PTP protocol stacks) must also test their
equipment to sell to the equipment manufacturers. Test laboratories also test solutions to
establish the quality or applicability of this equipment before deployment. Given the tremendous
growth of revenue that is expected in mobile network bandwidth and deployment,
comprehensive pre-commissioning testing of the equipment is imperative.

The ITU-T, ETSI, and IEEE, among others, provide standards that specify limits and methods of
testing for Carrier Ethernet technology. New standards and amendments are being added
continuously as development of this technology progresses.

When evaluating the synchronization of a network or device, in addition to validating the basic
functionality, it is important to verify synchronization performance as well as scalability.

Key functional, performance, and scalability test cases include:

e Synchronization performance: Frequency and Time of Day/Phase
o Testto ITU-T Standards: G.826x and G.827x
e |EEE1588/PTP Time Error
o PTP scalability (testing the number of Slave Clocks that can be supported under various
message rates)
o Best Master Clock (BMC) selection and failover
e Transparent Clock Correction Field Accuracy measurement
o PTP Packet Prioritization (layer-2 and layer-3 QoS)
e Multiple clock-domain scalability, and inter-domain interactions
e Control-plane loads, protocol interactions, and network instabilities
e Service disruption (failover testing)
¢ Negative (abnormal) testing and additional stresses:
o Message timing (response to 'slow message turnaround’ such as sending FollowUp
after a configured time interval after sending Sync)
o Stability while receiving abnormal PDUs
o Message disabling

To completely test the network synchronization, two types of test equipment must be used
together:

e Ixia Anue 3500 provides comprehensive packet-layer and physical-layer timing impairment,
analysis, and measurement for synchronization networks and devices.

o IxNetwork provides protocol emulation for IEEE1588v2 and ESMC to validate the protocol
functionality, performance, and scalability of synchronization networks and devices.
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Terminology, Measurement Methods, and Metrics

Terminology

Before discussing details of testing synchronization in packet networks, it is important to
understand what we mean by 'timing transfer.’

Syntonization is the process of setting the frequency of one oscillator equal to that of another.
Two clocks are syntonized if the duration of the second is the same on both, which means that
the time as measured by each advances at the same rate. They may or may not share the
same epoch (origin of timescale), that is, the clocks may be out-of-phase and have no need for
time-alignment.

Synchronization is the coordination in time between a transmitter and a receiver. Two clocks
are synchronized to a specified uncertainty if they have the same epoch (origin of timescale)
and their measurements of the time of a single event at an arbitrary time differ by no more than
that uncertainty.

Frequency is the number of cycles per unit time; the reciprocal of the time taken to complete
one cycle. Frequency is expressed in Hz.

Phase is the relationship between two time-varying signals. In the case of network
synchronization, phase is hormally expressed in terms of time, such as nanoseconds (ns).

Time of Day is a count of the number of seconds from a prescribed point in time, represented
as normal 'wall clock’ time and ’calendar’ date. Local time is adjusted from UTC according to
your time zone.

UTC: Coordinated Universal Time, previously referred to as Greenwich Mean Time
(GMT)

GPS: Global Positioning System time; atomic time scale implemented by atomic clocks
in GPS ground control stations and satellites, beginning at Oh on Jan 6, 1980. No leap
seconds; 16 seconds ahead of UTC.

TAI: Temps Atomique International; based on a continuous counting of seconds since
Jan 1, 1970; 35 seconds ahead of UTC because of leap seconds; always ahead of GPS
by 19 seconds.

Source: leapsecond.com

Measurement Methods and Metrics

Packet Delay Variation

Packet Delay Variation (PDV) is the variability of delay packets experience because of queuing
and traffic conditions in the network. PDV may also be known as 'packet jitter.” PDV is a
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property of a network, and not specifically a property of a device. However, the devices on the
network are the ultimate cause of the PDV, because of differences in queuing and delay due to
integration of PTP traffic with background traffic, or because of other design considerations that
lead to differences in delay or timing of PTP packets as they are forwarded through the device.

PDV is normally measured with Packet TIE metrics, and derivatives of the packet TIE may be
viewed as a histogram showing delay distribution, or in terms of Floor Packet Population
metrics, which identify the number of packets in a given interval of time that experience a
minimum of delay.

PDV can lead directly to physical-layer wander in synchronization networks, because PTP
devices recover their frequency from PTP sync and follow-up packets that are subject to PDV.
This recovered frequency, which may have an error, is used to synchronize other equipment in
the network. For this reason, the PDV must be tested to ensure performance of packet-based
synchronization networks.

Wander

Wander refers to the physical-layer deviation of a clock signal compared with the reference or

source clock. Wander is differentiated from jitter, in that wander is the term applying to periodic
deviations at a frequency below 10 Hz, and jitter refers to deviations above 10 Hz. Wander can
indicate a frequency offset, if it is linear, or it may indicate a periodic effect, if it is time-varying,

and is therefore viewed in terms of frequency.

Wander is a property of a physical clock. While packet-layer impairments such as PDV can lead
to wander, wander occurs at the physical layer, and not at the packet layer. Clocks that are
derived or recovered from Ethernet packet networks may have wander that result from the PDV
in the network.

Wander is typically measured with Time Interval Error (TIE). Many statistical metrics can be
derived from TIE data, and the most commonly-used are MTIE and TDEV. Wander must be
evaluated by using TIE, MTIE, and TDEV metrics. A number of ITU-T standards provide limits
for MTIE and TDEV, known as masks, which are used to test wander on network
synchronization clocks.

MTIE and TDEV

Wander is typically evaluated by using two metrics: MTIE and TDEV. MTIE and TDEV are
derived from the raw TIE data. Normally, the amplitude of MTIE or TDEV calculation is
represented in units of time (ns), graphically plotted on the Y axis, against an observation
interval 'tau,” which is plotted on the X axis.

To calculate MTIE and TDEV, TIE data is analyzed in progressively larger windows or intervals
of time, which are plotted on the X axis. 'Tau’ is the width (in time) of this window from which the
value of MTIE or TDEYV is calculated. While tau is related to time, it is not the same as time.
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MTIE: Maximum Time Interval Error

MTIE is a measure of the maximum difference of any two data points in the TIE data within the
given value of tau. MTIE can be a useful indicator of buffer size or cumulative frequency offsets.

TDEV: Time Deviation

TDEV represents the spectral content of the TIE (the frequencies of wander present on the
clock, and the magnitude of these frequencies). TDEV is a useful indicator of periodic effects
present in TIE data.

Time of Day/Phase

Time of Day — the real time

PTP devices use nanosecond-accurate timestamps for frequency recovery. These time stamps
indicate the precise real time in seconds and nanoseconds from a prescribed point in time (for
PTP and TAI time, this is Jan 1, 1970). Since they are real-time, the actual current time of the
day can be calculated directly from each PTP packet.

Phase — using "1PPS’

1PPS is an electrical signal with one electrical pulse per second that precisely identifies the
beginning of a second. This allows the time of day of a clock to be set precisely to the correct
time. Since PTP delivers time stamps with nanosecond accuracy, whole seconds can be
derived easily.

Delays in the network may result in an error in time of day recovered by the PTP protocol, and
this error is reflected in the 1PPS signal produced by the device. PTP slave devices, including
boundary clocks and ordinary clocks, must compensate for this error, or their time base will be
incorrect.

Time of Day — GPS-derived

Accurate Time of Day (ToD) is delivered by GPS satellites, and GPS time is commonly used not
only by PTP grand master clocks, but also as an alternative to PTP for mobile network
installations. GPS receivers communicate this time of day by using serial interface and 1PPS
pulse. Many GPS receivers are also equipped with a high-precision oscillator such as a
rubidium clock, which can be used to deliver a frequency signal such as 10MHz or 2.048MHz in
addition to the ToD and 1PPS signals.

The ToD information is communicated over a protocol such as NMEA or CMCC over
RS232/RS422 connections. This signal communicates what the actual time is at the next pulse.
The following 1PPS pulse provides precise alignment.
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Testing Ethernet Synchronization Protocols

Ethernet Synchronization protocols are basic foundation of Timing Synchronization over packet
network. Proper protocol implementation ensures basic interoperability of delivering timing
information across the packet network for end-to-end synchronization. The protocol scale and
performance also ensures that the protocols are functional at high scale with acceptable
performance in real network conditions.

Ethernet Synchronization Message Channel (ESMC)

Synchronous Ethernet (SyncE) uses ESMC protocol (described) for clock selection, distribution,
management, traceability, and failover. It uses Synchronization Status Message (SSM), which
carry a Quality Level (QL) identifier to communicate current reference-clock quality between
nodes. A SyncE device processes SSM messages from various ingress ports and selects a port
with the highest clock quality. The clock derived from the selected port is used as the reference
clock. The ESMC and SSM message format is defined in ITU-T G.8264.

The implementation and configuration of this protocol must be accurate, robust to malicious and
badly formed packets, scalable to handle large networks, and of high performance to ensure
rapid clock failover following an upstream clock or switch failure.

IEEE1588v2 (Precision Time Protocol)

The IEEE1588v2 defines a Master-Slave hierarchy to deliver clock information in dedicated
timing packets across packet network. The synchronization packets do not depend on the
network traffic and are always exchanged between Master and Slaves. The IEEE1588v2 not
only provides frequency synchronization, but also provides Time of Day (ToD) and phase
synchronization.

There are several PTP modes of operation:

e PTP can be transported over Ethernet/VLAN, IPv4, and IPv6.

e PTP can operate in Unicast, Multicast, and Mixed Unicast/Multicast communication modes.
e PTP can operate in 1-step and 2-step modes.

e The Delay Mechanism can be Request-Response and Peer Delay.

PN 915-2625-01 Rev F June 2014 11



Testing Ethernet Synchronization Protocols

There are also several types of PTP devices:

Master
Slave
Boundary
Transparent

All the PTP operation modes and device types need to be qualified for proper function, scale,
and performance.

There are many test challenges that must be addressed during the development and
deployment of PTP devices. A PTP device must implement proper PTP protocol behaviors for
various operation modes and ensure that they function at scale condition. It is also required to
be tested in conjunction with other protocols and network traffic. The most complex of these
challenges are covered within the test cases described in this section.

PN 915-2625-01 Rev F June 2014
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Test Case: PTP Scalability by Using IxNetwork

Overview

In most PTP systems, there are multiple Slave Clocks. For example, in a wireless network, each
cell site might include a Slave Clock. As the number of Slave Clocks in the system increases,
the load on the Grandmaster Clock (or upstream Master Clock) increases, and at some point, it
may be necessary to introduce Boundary Clocks to enable the system to scale further.

Therefore, as a part of the system design and before any deployment or system upgrade, it is
crucial to benchmark the scalability of each type of Master Clock, Boundary Clock, and (for
similar reasons) Transparent Clock.

Using Ixia applications IXN2X and IxNetwork, you can easily emulate large numbers of Slave
Clocks and measure the number of Slave Clocks that the DUT can handle under realistic or
extreme conditions.

If your system uses multiple clock domains, you can also use IXN2X or IxNetwork to emulate
Master Clocks on multiple clock domains to verify the ability of Slave Clocks, Boundary Clocks,
and Transparent Clocks to scale across multiple clock domains.

The ultimate scalability of your DUT will depend on many factors, such as the Sync message
rate, the Delay-Request message rate, and whether Unicast or Multicast mode is used. Pay
particular attention to the test variables listed at the end of this test case, and create a test plan
that verifies your DUT’s scalability under both realistic (expected) conditions and extreme or
worst-case conditions.

Objective

This test measures the number of Slave Clocks that can be supported by a Master Clock,
Boundary Clock, or Transparent Clock DUT.

This example describes the setup and steps needed to test a Master Clock DUT. If your DUT is
a Transparent or Boundary Clock, you may also set up and configure one or more emulated
Master Clocks.
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Test Case:

Setup

Paort acting as
Mastaer Clock

DUT

PTP Scalability by Using IxNetwork

Single [Kia port - “f
emulating multipks:
Slave Clocks | ae™ f\
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€
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Figure 1. PTP Scalability test setup

Configure the DUT and Ixia as follows:

e Configure the DUT with one port that will act as the Master Clock. We will call this port

the DUT’s Master port.

o Configure the Ixia with one test port, on which multiple Slave Clocks will be emulated.
We will call this port the Ixia Slave port.
e Connect the DUT Master port to the Ixia Slave port with an Ethernet cable.

PN 915-2625-01 Rev F

June 2014

14



Test Case: PTP Scalability by Using IxNetwork

Step-by-Step Instructions

The following step-by-step instructions use IxNetwork and a DUT to perform the PTP
Scalability test:

1. After reserving the IxNetwork test port, start the PTP Wizard by double-clicking PTP.

A =
ixN Protocols Wizards ]

Select awizard Fun Wizard |

B EPE -
--B] 05PF

B 05PFv3
B 1515v4/vE
B Lz1s1s
Bl BGP/BGP+
B Multicast
B Multicast WPN
B} STP

B M5TP

B CFMAY173
B LacP

B PBB-TE

: . Emulated ~ Emulated
B Link-0AM Mosier thocks _H"""----..._______ Syne Slave Elodks

=20 Auth/tccess Hoste/DCB )(
Bl IP w/ ANCP L]
~[El DHCP Client w ANCP

- [B] PPPai w/ ANCP .
- [B] L2TP w/ RADIUS .
- [8] DHCPvEFDoPFPP
B DHCPvEPDoL2TP
I FCoE/FC Mode ) (]

Ixia Port Ixia Port

fforks = 2 -

4]

Figure 2. PTP Wizard - Initial Screen

2. Onthe first page of the PTP wizard, configure key PTP settings and the role of the
IXNetwork tests port(s). The ‘PTP Scenario’ defaults shown are common with many PTP
devices, however, ensure that they match the DUT, or the Slaves may not be able to
communicate with the Master.

a. Change the Role of the port to Slave.

b. Change the # Ranges per Port Group to 2. This will create two unique ranges of
PTP Slaves on the port. The number of Slaves per port depends on the Addresses
per Range setting on the next screen.

c. Optionally, use the lists on the other options to change key PTP settings.
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Test Case: PTP Scalability by Using IxNetwork

Note: The wizard can only configure one Role at a time, so if Masters and Slaves are
needed in the test, at least two runs of the wizard are required.

PTP Scenario

Communication Mode Multicast [~ [[]add ESMC to ports
Delay Mechanism RequestResponse [~]
PTP Extension On P [+]
Step Mode Twastep ]

Select Part Groupls) For Wizard Configuration

Role Part Group Description

b1

# Ranges Per Pork Group =

Figure 3. PTP Wizard - Page 1

3. The second page of the PTP wizard (mainly) configures the addressing (of the slaves), and
the quantity of slaves. Note that IPv6 is also supported.

a. Change the Addresses per range to 25.

This will configure a total of 50 slaves across the two ranges. As this test determines
the maximum number of Slaves supported on a single Master, we will start with 50
and go up from there. One way to do this is to run the wizard again and add more
ranges and addresses per range. Another way (shown in a later step) adds more
ranges in the post-wizard configuration.
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b. Change the Mask to 16 to accommodate enough address space to scale the Slaves.

IP Configuration

I Type IPvd [v]
Addresses per Range 25 %
IF Address 10.10.10.2

Increment By 00,01

Fange Increment Step 0.0.1.0

Mask 16 [
Gateway Address 10.10.10.1

Gateway Increment By 0.0.0.0

M55 1460 [

Figure 4. PTP Wizard - Page 2
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4.  The third page of the PTP wizard configures the Clock Identity of the slaves. If this wizard
had been run with Masters selected on the first page of the wizard, this page would also
serve to configure Negative Testing and Best Master Clock Settings of the Master.

a. (Optional) Select the Use Clock Identity check box to configure the Initial,
Increment, and Range Increment of the Slaves. Typically, Slaves use their MAC
address followed by unique 2-bytes of Hex, but this can be overwritten with this field.

PTP Configuration
Clock,
[Edise Clock Tdertity
Clock Idenkity Q000 00:00:00:00:11:11
Clack Identity Increment Q0000000 00:00:00:01

Clack, IdEI'ItIt':." Range Increment 00 QO QO QO O 00 1.0 00

Megative Testing

Delay Response Delay Fallows Up Drop Rate
Delay Response Delay Insertion Rate Celay Response Drop Rake
Fallow Up Delay Follows Up Bad CRIC Rate

Follow Up Delay Insertion Fake

Best Master Clock Setkings

Clock Class Pricrity 1

Clock Accuracy Prioritye

Figure 5. PTP Wizard - Page 3

5. The fourth page of the PTP wizard configures the MAC addresses of the Slaves.

a. (Optional) Configure the MAC address of the First, Increment, and Range Increment
of the Slaves.

MAC Configurakion
First MAC Address aatbbicc:00:00:00
Incrernent By 00:a0:00:00:a0:01
Range Increment Step 0o:00:01 :00:00:00

Figure 6. PTP Wizard - Page 4
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6.  The fifth page of the PTP wizard adds VLANSs.

a. (Optional) Select the Enable Outer and Enable Inner check boxes.

YLAN Configuration
VLAN Wizard Configurations | vlanconfig-1 [ mew |
[ ] Enable Quter

Firsk IC Firsk IC

Fange Increment Fange Increment

Increment every addresses Increment every addresses
Increment By Increment By

Umique Counk Umique Counk

Priority Priority

Increment Mode

VYLAMN To Port Association

Part YLAMN Configuration
P 1 |P1 wlanconfig-1

Figure 7. PTP Wizard - Page 5

7. On the sixth, and last page of the PTP wizard, configure a Name for the parameters just
used in this wizard, and select how to apply those parameters.

a. Configure a name, such as BlackBook PTP Scalability Test Case.
b. Click Generate and Overwrite and select the Identical protocol stacks option.
This will overwrite any PTP stacks that are already configured on Port P1.

BlackBaook PTP Scalability Test Case

" Save Wizard Config but do not generate on Ports

{~ Generate and Append ko Existing Configuration

¥ Generate and Owerwrite Tdentical protocel skacks ]

Figure 8. PTP Wizard - Page 6
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8.  After clicking Finish, close the wizard and view the wizard configuration in the main
IXNetwork GUI.
a. Goto Auth/Access Hosts/DCB -> Static IP/w/Auth -> Static IP -> PTP to see the
two ranges of 25 slaves that were created.
b. (Optionally) Scroll to the right to view or change the settings of each Slave range.
c. (Optionally) Click the IP or MAC tabs at the bottom to see the lower layer
configuration of the slaves.

Test Configuration IEI A A H NCB
( Test Configuration
B machian-1 J» s IP-1 I
T
= PTP-1
D Opkions . =
e | Diagrarm | Static IR
|l 4. Statistic Setup
-+ 2Ja 5, Capture T
i i | Port Group Name ~ |
Ii}-% &, QuickTests LY
EI 1 MAC/P w/ Auth ;I Parent Mame |Enabled |Name |Start,|'St0p Skatus |Use Tdentity |First Clock
A » o eIfmin
g u 1 PTP-1 PTP-R1 3 B Unconfigured 00:00:00:00:00:00:11:11
D DHCP Sarver z PTP-1 PTP-RZ 2 B Unconfigured 00:00:00:00:00:00:21:11
E|[::| Data Center Bridging
- FC Client
- FCoE Client
-] FCoF Fonwarder
(] DCEx -|
L) Test Configuration |I| = |T| 7% | I
M E| | [ | P | advanced | mac | wan |

Figure 9. Post Wizard Configuration screen

9.  Start the Slaves.
a. Start the Slaves by clicking the green arrow button(s). The top green button will start
all the ranges, and the lower green buttons will start one range at a time. The Status

column should change to Negotiated when the PTP protocol is running on the Ixia
port(s).

Parent Mame | Enabled | Marme | Skart/Stop | Skakus |
3 S j[n]m
1 FTP-1 FTP-R1 B B |Megotiated
2 PTP-1 prP-Rz | B | W |Megotiated

Figure 10.  Start PTP Protocol

10. View the Statistics of the Slaves. Aggregate and per-Slave statistics are available.
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a. On the lower left of the main IxNetwork window, click Statistics | Statistics

b. Openthe PTP and PTP Per Session statistics.

i. To openthe PTP Per Session statistics, right-click the PTP row and select
Drill Down per Session.

ii. You can also right-click Per Range to see aggregate results for each range of

25 slaves.
Statistics (5|2 [ETF]
Statistics ‘ Stat Name |5essions Initiated | Sessions Succeeded | Sessions Failed | Sessions Active | Initiated Sessions Rate | Successful Sessions Rate
= . g IU.ZUU‘134.42ﬂCardUZIPurt16| 50 0 [ 0 0 [
| Name AlD\s‘.. |
[ZHC) Wiews (Total: 8)
I3 Custom Views (Tatal: 0) 4] |

[ZHT) Defaults (Total: 8) Al mg
orts {Tokal: 4)
Global Protocol Statistics 4 |PTP Per Session |

Part: Statistics Stat Name Status | PTP Status | Offset [ns] ‘ Path Delay [ns] ‘ Time Slope Port Identity | Master Port Identity
Tx-Rx Frame Rate Stati... 1 10.200,134.42/Card2{Port16 - 200000 Successful SLAVE -10 1,870 1) 00:0m:00:00:00:00:11:11 | 00:00:33:33:33:33:33:35

L[] Port CPU Statistics Z 10,200,134.42{Card2/Port16 - 200001 Successful SLAVE 0 1,860 1 i00:00:00:00:00:11:12 . 00:00:333333:33:33:33
[=HCD) Protocals (Tokal: 4) — 10.200,134.42/Cardz/Portis - 200002 Successful SLAVE 1) 1,860 1 00:00:00000:11:13 00:00:33:33:33:33:33:33
S/E3) Overview (Total: 2) 4 [10.200,134.42(CardzfPort16 - 200003 Successful SLAVE ] 1,860 1 00:00:00:00:11:14 | 00:00:33:33:33:33:33:33
rokocol SUmmary 10.200,134.42Cardz/Portl6 - 200004 Successful SLAVE [t} 1,860 1 00:00:00:00:11:15 ) 00:00:33:33:33:33:3333
10.200,134.42/Card2/Porti6 - 200005 Successful SLAVE i} 1,860 1 00:00:00:00:11:16 | 00:00:33:33:33:33:33:33

10,200, 134,42{Cardz/Port16 - 200006 Successful SLAVE [t} 1,860 1 00:00:00:00;11:17 | 00:00:33:33:33:33:33:33

BB TPlauth (Total 2) Lo 10,200,134, 42{Cardz/Portit - 200007 Successful SLAVE a 1,860 1 00:00:00:00:11:18 ) 00:00:33:33133:33:3333

9 10.200,134.42/Card2{Port16 - 200008 Successful SLAVE i} 1,860 1 00:00:00:00:11:19 | 00:00:33:33:33:33:33:33

IT 10,200, 134,42/Card2/Port16 - 200009 Successful SLAVE -10 1,870 1 i00:00:00:00;00:11;1a  00:00:33:33i33:33:33:33

TP - Al Parts o T 10,200, 134.42{Cardz/Porti6 - 200010 Successful SLAVE a 1,880 1] 0000:00:00:00:00: 1110 00:00:35:35 33:33:33:53

Figure 11. PTP Per Session Statistics

11. Additional per range/session statistics can be added to the statistics view.

a. Hover the mouse over the PTP Per Session as shown in the following figure, click
the Filter/Sort list, and then add the required statistics.

T |PTP Per Session
Home | Formulas
2~ [~ -| Fier j Sort Sli=FN
[ Import || Export | | Save As., | | Add [~]
Stat Mame
Data polling interval: 2 @ seconds Auto Update
1 10.200.134.42/Cs . ]
2 10.200.134.42/Ca | Filter{Sort | Presentation ] () Drill-Down Per Range (%) Drill-Down Per Sessian
3 [10.200.13442iCa T oo = e
4 10.200.134.42(Ca [=} TP - Session PTF - Session - Status [~]
5 10,200,134, 42Ca)|[— PTP - Session - PTP Status
[ 10,200.134,42/Ca | — PTP - Session - Offset [ns] E
7 10.200.134.42(Ca| |—] PTF - Session - Path Delay [ns]
8 10.200.134.42/Cal||__| FTF - Session - Time Slope
a 10,200, 134.42/Ca) || PTF - Session - Port Identity
e 10,200.134.42/Ca PTF - 3ession - Master Pork Idenkity
ittt | PTP - Session - Interface Identifier
10,200,134, 42)C
L Call = FTP - Session - Range Identifier =
12 10.200.134,42/Ca)|| | FTP - Session - Announce Messages Sent
13 |10.200.134.42/Ca FTP - Session - Sync Messages Sent
14 10.200.134.42/Ca FTF - Session - Followl o Messages Sent E

Figure 12. Adding more PTP statistics
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Test Case: PTP Scalability by Using IxNetwork

12. Ensure that the Master is able to maintain the (50) slaves over a period of time.

a. Monitor the PTP Status column of the statistics to see if they fall out of the Slave
state.

b. Monitor the Sessions Active field to see if it falls below 50. To monitor this statistic
automatically, define an Alert (right-click 50) to give an alert if the value changes
from 50 to any other number.

c. Monitor the Delay Request Messages Sent, and Delay Response Messages
Received. These values should remain the same; else, there may have been packet

loss.
1t pTP
Stat Mame Sessions Initiated | Sessions Succeeded | Sessions Failed | Sessions Active || .
1 10,200,134, 42/ Card0z [Port 16 75 7o 0 a0

A
o I

ﬂ PTP Per Session

Stat Name Status | PTP Status | DelayReq Messages Sent | DelayResp Messages Received
1 10,200,134, 42/Card, .. Successful SLAVE 397 397
2 10,200,134, 42/Card. .. Successful SLAVE 396 396
3 10,200,134, 42 Card... Successiul SLAVE 392 392
4 10,200,134 .42/ Card. .. Successiul SLAVE 400 400
5 10,200,134 .42 Card. .. Successful SLAVE 403 403
b 10,200,134, 42/ Card. .. Successful SLAVE 394 394

Figure 13.  Ensuring PTP Slave statistics

13. Increase/Decrease the number of Slaves.

a. Go back to step 8 and increase the Slaves by clicking the plus [+] sign to add
additional ranges of slaves. Ensure that the PTP, MAC, and IP settings are unique
and correct and do not overlap each other.

i. Another way to increase the slaves is by running the same wizard again,
double-clicking the name of the wizard (BlackBook PTP Scalability Test
Case), and increasing the # of ranges and Slaves per range respectively.

b. For each increase or decrease in slaves, repeat step 12 to ensure that the Slaves
remain up over a period of time.

14. Repeat the test using a binary search to find the maximum number of slaves that can be
supported by the DUT.
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Table 2. Binary Search Example — Find the Maximum Number of Slaves that the DUT can Support
Number of Test Run DUT CPU
Emulated Slaves Result Load
50 Pass 10 %
500 Fail 99 %
300 Pass 90 %
400 Fail 98 %
350 Pass 97 %
375 Fail 98 %

15. Repeat the entire test at a few different message rates, as shown in the following example
table, to characterize the DUT under a range of conditions.

Table 3. Slave Scalability Results Example — Characterize Scalability Under a Range of Conditions
Sync Rate Delay-Request
(QESEERES Rate (messages Max # of Slaves
per second) per second)
1 1 350
8 8
32 1

16. For additional troubleshooting and validation of PTP elements, use the capture/analyzer
tool.

It can automatically filter out unrelated protocol messages, providing a clear trace of the

conversations between PTP endpoints, in real time. The tool captures both incoming and
outgoing PTP messages, with on-the-fly filters to quickly find a specific packet.
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The Expanded Decode of the PTP packet (DelayRequest message) is shown in the
following figure.

Analyzer |E| 10.200.134.42:02:08-Ethernet - Control
[ Analyzer 1 |7 Network Packets (1056 items)
al Folders PacketMa  Time Packet Length Source MAC Dest MAC Source [P Diest IP Pratocol
) =l 0003 00:00:00.534010 88 bytes Af:BB:94:00:00:08 00:00:00:00:00:00 10a0a0e 224.01.129 PTPw2
@ Networtﬁ ;I <[ 0004 00:00:00.534122 98 bytes 00:00:00:00:00:00 00 00:00: 00: 00:00 10,0101 22401129 FTPw2
P. bs 1056
= Pac sF. f..).,\ LI =l 0005 00:00:00.650383 58 bptes Af:BB:94:00:00:08 00 00:00: 00: 00:00 10101010 224.01.129 FTPw2
Go ta row =L 0006 00:00:00.651069 98 bytes 00:00:00:00:00:00 00:00:00:00:00:00 1010101 22401129 FTPw2
a = 0007 00:00:00.6689584 85 bytes Ad:BE:94:00:00:02 00: 00: 00: 00: 00: 00 1010104 224.01.129 PTPw2
=4 0008 00:00:00.669052 98 butes 00:00:00:00:00:00 00:00:00:00:00:00 1010101 224.01.129 PTPv2
&) Test Configuration Sl 0009 000000573380 B8 bytes 44:BB:34:00:00,00 00:00: 00:00: 00:00 1010102 224.01.129 PTPv2
i =4 0010 00:00:00.674045 98 bytes 00:00:00:00:00:00 00:00:00:00:00:00 1010101 224.01.129 PTPv2
il L0t 0000074097 ESbyles 4,BB:54:00.00.04 00 00:00:00: 0000 1010106 22401123 PTPy2
[1 Analyzer I = 0012 0000000741039 98 bytes 00:00:00:00:00:00 00:00:00:00:00:00 1010101 224.01.129 PTPv2
= 003 00:00:00.800467 108 bytes 00:00:00:00:00:00 00 00:00: 00:00:.00 10,0101 224.01.123 FTPv2
PEto JL 004 000000801465 8S8byles 00:00:00:00:00:00 00:00:00:00:00:00 1010101 22401129 PTPy2
|?| = 0015 00:00:00.801523 88 bytes 00:00:00:00:00:00 00 00:00: 00: 00:00 10,0101 224.01.129 PTPw2
—| . OMA  O0A00 009947 A% hates A4 RPGANIONTT A OO0 0000 1n1ning 22401179 PTRw?
Comman Yiew |E||£||i| Packet Tree
Flavs Summary A Ladder Diagram || 4k B
St =t # <L Frame 7 (85 bytes on wire, 55 bytes captured)
Flow Summary \ E \ E +] <L Linux cooked capture
45 message(s) and 2 aal 2 ng # <L Internet Protocol, Sro: 10.0.0.4 (10.1040.4), Dst: 224,04 429 (22404 129)
2 endpoint(s) in —— = 1 . .
this fIUDw. (s) 10.10.10.4:319 224.0.1.129:3 ﬂ_T User.Datag.ramPrntncn\,Src Part: 319 (319), D=t Port: 319 (319)
@ Mare... PTPy2 Endpoint PTP2 Endpoin || = == Precision Time Protocol (IEEE1S83)
=] = 0000 ... =transportSpecific: 0x00
i 00:00:00,665984 [ == Delay_Red b - e 0. =%1 Compatibility: Falze
2 00:00:01.965804 |j_ Dielay_Rer b EX E @ ....0001 = messageld: Delay_Req Measage (0x01)
i i @ ....0010 = versionPTF: 2
3 00:00:03,171605 I:'I— Delay_Req % o messageLenth 44
4 00:00:04.233447 I:-I— Dielay_Fed b >! = subdomainhiumber: 0
5 00:00:05.090312 [3— Delay_Req >: =) = flags: 0x0000
3 00:00106.2291 41 [3— Delay_Rea M 3! - = PTP_SECURITY: False
i i e 0. = PTP profie Specific 2: False
7 00:00:07 465957 L_-"— Delay_Req - P = FTF profile Specific 10 False
g 00:00:08.339836  [F—Delay_Ren M > © o D= PTP_UMICAST: False
El 00:00: 0%, 254652 L3 Delay_Req c I =PTP_TWO_STEP: False
i0 00:00:09,990587 |3— Delay_Rec b 2 . @ = PTP_ALTERMATE_MASTER: False
" 0000111071946 i Bl s o I = FREQUENCY _TRACEABLE: False
— : teles - L = TIME_TRACEABLE: False
1z 00:00:12,335010 (3= Delay_Reg M >~ s . .. 0...= PTP_TMESCALE: False
2| | 3 ® . .= PTP_UTC_REASONABLE: False

Figure 14. IxNetwork Analyzer — PTP packets

Test Variables
Repeat the test with the following suggested variations:

e Test with multiple clock domains. This will gauge the DUT’s scalability while handling
multiple domains at the same time.

e Test with two or more Ixia ports, and verify the PTP Slave scalability of the DUT across
multiple ports.

e Test with the system in both PTP multicast mode and in PTP unicast mode.

e Test with the system in both one-step mode (which reduces the number of messages) and
in two-step mode.

e Test with DUT in Master Clock, Boundary Clock, or Transparent Clock modes.

e Add a second Ixia port and send real-world user traffic (Data Plane) between the two Ixia
ports. This would test the DUTSs ability to maintain maximum PTP scale while forwarding
user traffic.
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Results Analysis

The results showed how the maximum PTP scalability of the DUT acting as a Master Clock, and
how many Slaves it could successfully maintain in a real-world environment.

Conclusions

Confidence in the scalability of each system component is vital to the operation of any
IEEE1588 system.
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Test Case: PTP Scalability by Using IXN2X

Overview

In most PTP systems, there are multiple Slave Clocks; for example, in a wireless network, each
cell site might include a Slave Clock. As the number of Slave Clocks in the system increases,
the load on the Grandmaster Clock (or upstream Master Clock) increases, and at some point it
may be necessary to introduce Boundary Clocks to enable the system to scale further.

Therefore, as a part of the system design and prior to any deployment or system upgrade, it is
crucial to benchmark the scalability of each type of Master Clock, Boundary Clock, and (for
similar reasons) Transparent Clock.

Using Ixia applications IXN2X and IxNetwork, you can easily emulate large numbers of Slave
Clocks and measure the number of Slave Clocks that the DUT can handle under realistic or
extreme conditions.

If your system uses multiple clock domains, you can also use IxXN2X or IxNetwork to emulate
Master Clocks on multiple clock domains to verify the ability of Slave Clocks, Boundary Clocks
and Transparent Clocks to scale across multiple clock domains.

The ultimate scalability of your DUT will depend on many factors, such as the Sync message
rate, the Delay-Request message rate, and whether Unicast or Multicast mode is used. Pay
particular attention to the test variables listed at the end of this test case, and create a test plan
that verifies your DUT’s scalability under both realistic (expected) conditions and extreme or
worst-case conditions.

Objective

This test measures the number of Slave Clocks that can be supported by a Master Clock,
Boundary Clock, or Transparent Clock DUT.

This example describes the setup and steps needed to test a Master Clock DUT. If your DUT is
a Transparent or Boundary Clock, you may also set up and configure one or more emulated
Master Clocks.
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Setup

Single [Kia port
Port acting as emulating multiphe .3_{‘
Master Clock Slave Clocks

DUT

Figure 15. PTP Scalability test setup

Configure the DUT and Ixia as follows:

AN Y d
ZN

IXIA

e Configure the DUT with one port that will act as the Master Clock. We will call this port

the DUT’s Master port.

o Configure the Ixia with one test port, on which multiple Slave Clocks will be emulated.

We will call this port the Ixia Slave port.

e Connect the DUT Master port to the Ixia Slave port with an Ethernet cable.

Step-by-Step Instructions

The following Step-by-step instructions use the IXN2X and a DUT to perform the PTP

Scalability test.

1. Within the Tools Menu, open the Dashboard. On the Dashboard window, click On to
enable CPU and memory usage monitoring. Throughout the test, while the Slave Clock
load is increased, this will allow you to check whether the IXN2X is the limiting factor. If
necessary, take steps to lower the IXN2X CPU usage. For example, you may spread the
applied load over multiple ports, which will require additional IXN2X test ports and either
additional DUT ports or an Ethernet switch to aggregate and concentrate the load onto one

DUT port.

B3 Dashboard

o OFF R 0n || W= KE WG w9 Interval (s) | g &
CPU Usage (%) Mermory Usage (KB)

Total
Port Current | Average | Maximum | Current | Average | Maximum | Memary (KE)
E3 10301 2 2 8 VEFFe 75776 FEITE 250072
E3 1032 ] 1] 3 74T52 74752 F4I52 250072
E3 10303 ] 1] 3 74F52 74752 7452 250072
E3 10304 0 0 3 TRz P4TRZ 74752 250072

Figure 16. Use the IXN2X Dashboard throughout the test to monitor CPU usage

2. Configure the link layer and IP addresses of the IXN2X Slave port and of the DUT (Master
Clock) port in a similar manner to test case PTP 01 — Correction Factor Error.
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3. Create a Slave Clock pool with an initial 50 emulated Slave Clocks on the IXN2X with
default parameters.

a. Inthe main Setup Emulation window, select the port to be used as the Slave port,
click New, and open the PTP emulation type. Select the PTP Slave over UDP/IPv4
emulation type, check Edit Properties after emulations added, and press OK. The
Slave over UDP/IPv4 Properties dialog will open.

b. Inthe Slave over UDP/IPv4 Properties dialog, in the PTP Slave Clock tab,
uncheck Apply random distribution. This will help ensure that the test is
deterministic and repeatable, and will help prevent the overlap of Delay-Request and
Delay-Response messages.

c. Inthe Slave over UDP/IPv4 Properties dialog, in the General tab, change the
Count to 50. You will need to change the Count value many times during the test.
This value can also be changed within the Count column of the Setup-Emulation
main window.

PIP Slaye Over UDP/IPv4 5 Properties E'

aeneral l PTP Slave Clock ]
() Action Contral,., 2= Activity Trace
= Device
Mame PTP Slawve over UDPIPw4 S
Handle g
£

Figure 17.  Create an initial pool of 50 emulated Slave Clocks
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d. Inthe Setup-Emulation main window, right-click the Slave Clock emulations and, in
the drop-down menu, select Action Control... custom command. Set the rate of
Slave Clock emulations startup to 5 Slaves per 100 milliseconds, as follows:

Setup - Emulation ? X

S Mew B~ #hResuls &) Detals | 55 (5] | Actions-PTP Slave Clock Over UDR{IPv4 »
Ethernet | Tester Address

Mame Handle | Count Skate | Action Control [WLAMs | Tester IPw4

—| MR Port 1031 (Ethernet-100r FD) - 1000 devices (1,000 Up)

PTF Siave over LINBIE4 5 B
Mew Emulation. ..

|1o0.1.2.2

—| MR Port 1032 (Ethernet Copy Chel4C
[] =!FTFslave oy paste Chrlv 100.2.5.2 - 10C
Duplicate Chel+D
—| BER Port 1033 (Ethernet  Delete Dl
Properties Enker
=] B Port 10374 (Ethernet Yiew Resulks kR
Yiew Details Chrl+T

Reset Measurements  ChrlHM
Reset Emulations Chel4L

Bckion Conkral, .

Activity Trace
Figure 18. Select Action Control by Right-clicking the Slave Emulations

i. Under Scheduling Policy, set Action to Enable Emulation and set In state
to Disabled.

PTP Slave Over UDP/IPv4, 2 Action Control Properties

Ackion Control ]

} Start | @ Stop @ Log

E] scheduling Policy

enbl Emultion
(+) In state Disabled 7

() Mok in state
] Defined Rate

Slave device count: 5
Interwval 100
Interval unit Milliseconds -

Figure 19. Set the Action Control Parameters to Control the Startup Rate of the Emulations

ii. Under Defined Rate, set Slave device count to 5, set Interval to 100, and
set Interval Unit to Milliseconds.

iii. Hit the Start button.
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Test Case: PTP Scalability by Using IXN2X

e. Wait for all emulated Slave Clocks to reach the Slave state.

f. Right-click the slave emulations in the Setup-Emulation window and, in the drop-
down menu, select View Results. The Slave Results dialog will open. Press the
Reset Measurements button and, in the Measurements tab, monitor the Delay
response messages and the Delay request messages.

Setup - Emulation ? X
S Mew B~ #bResuls &) Detalls | 552 [S] | Actions-PTP Slave Clack Over UDR{IPv4 »
Ethernet | Tester Address
Mame Handle | Count: State | Action Control |WLARs | Teskter IPw4
—| MR Port 103/1 (Ethernet-100M FO) - 450 devices (450 Up)
gin-rn P P N T= N = h L | =] - o Slave | - 2.7 - 10
TR R
J = R Port ] Copy ChrliC led)
1 []= Paste Chrl4W sbled) - 100.2.5.2 - 10C
Cuplicate Chrl+D
— o8 port 1 Delete Ceel
Properties Enter
— B Port | Chrl+R

Wi Diekails Chel+T

Feset Measurements  Chrl+M

Figure 20. Right-click the Slave Emulations and Select View Results to Open the Slave Results Dialog
4.  Determine the maximum number of slaves that can be supported by the DUT.
a. Atestrun is considered to have passed if:
i. All emulated Slave Clocks remain steadily in the Slave state.

ii. Over a period of time, the number of Delay response messages sent by the
emulated Slave Clocks is equal to the number of Delay request messages
received by the emulated Slave Clocks.

b. If the test run passes (that is, if the DUT is able to handle the presented load), repeat
the test with a larger number of emulated slaves. If you have access to the DUT’s
Command Line Interface (CLI) or Web User Interface (WebUI), you may use the
DUT CPU load to more quickly estimate the ultimate slave load.

c. If the test run fails (that is, if the DUT is not able to handle the presented load), then
repeat the test with a smaller number of emulated slaves.

d. Repeat the test using a binary search to find the maximum number of slaves that
can be supported by the DUT, to a suggested accuracy of 10%.
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Test Case: PTP Scalability by Using IXN2X

Table 4. Binary Search Example — Find the Maximum Number of Slaves that the DUT can Support
Number of Test Run DUT CPU
Emulated Slaves Result Load
50 Pass 10%
500 Fail 99%
300 Pass 90%
400 Fail 98%
350 Pass 97%
375 Fail 98%

Repeat the entire test at a few different message rates, as shown in the example table
below, to characterize the DUT under a range of conditions.

Table 5. Slave Scalability Results Example — Characterize Scalability Under a Range of Conditions
Sync Rate Delay-Request
(QESEERES Rate (messages Max # of Slaves
per second) per second)
1 1 350
8 8
32 1

a. The Master Clock Sync message rate is changed on the DUT using its CLI or
WebUI.
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Test Case: PTP Scalability by Using IXN2X

b. The emulated Slave Clock Delay-Request message rate can be either controlled by
the Master Clock (using its CLI or WebUI), or changed on the emulated Slave Clock

by setting the Delay request interval mode to Manual and the Log
delay request interval to the appropriate value.

PIP Slaye Over UDP/IPv4 4 Properties

General  PTP Slave Clock l

minimum

&

Log rrinimurn delay request inkerval 01 per second)
apply random distribution ]

Delay request interval mode

Select how the delay reguest interval {the time period betbween sending successive Delay_Feq

() Action Contral,., 2= Activity Trace
|2 PTP Slave Clock
- - L ]
L] L] -
L] -
—| Path Delay Mechanism
Mechanism End To End -
—| DelayRequest
Enable

Delay request interval made <

messages) is calculated: Auko (automatically exkract the inkerval bebween sending Delay_Req messages

harad Aan Fha | aabinDalzwD cn Trkaroesl Fiald in Fhe racaivad NalzuDacn rmaccanact av BManoal frmannalhe

-

Ik | Cancel Apply

Help

Figure 21. Set the Emulated Slave Clocks’ Delay Request Message Rate

Test Variables

Repeat the test with the following suggested variations:

e Test with multiple clock domains. This will gauge the DUT’s scalability while handling

multiple domains at the same time.

e Test with two or more Ixia ports, and verify the PTP Slave scalability of the DUT across

multiple ports.

e Test with the system in both PTP multicast mode and in PTP unicast mode.
e Test with the system in both one-step mode (which reduces the number of messages) and

in two-step mode.

e Test with DUT in Master Clock, Boundary Clock, or Transparent Clock modes.
e Add a second Ixia port and send real-world user traffic (Data Plane) between the two Ixia
ports. This would test the DUTSs ability to maintain maximum PTP scale while forwarding

user traffic.
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Test Case: PTP Scalability by Using IXN2X

Results Analysis

The results showed how the maximum PTP scalability of the DUT acting as a Master Clock, and
how many Slaves it can successfully maintain in a real-world environment.

Conclusions

Confidence in the scalability of each and every system component is vital to the operation of
any IEEE1588 system.
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

Overview

The Best Master Clock (BMC) algorithm is used by Slave Clocks and each Slave port of
Boundary Clocks to select the highest quality Master Clock available on the domain. It is a
complex algorithm that compares a number of different clock quality parameters, in a specified
order of priority, to deterministically select the best available Master.

Testing BMC is important. Incorrect selection can lead to disagreement between slaves as to
the best master (leading to different active Master Clocks among Slave Clocks within the same
domain), or inappropriate use of a Master Clock of lower quality or one that is intended only as a
backup.

IXNetwork can test BMC by emulating multiple Master Clocks with different Clock Quality
parameters on one or more test ports. If the DUT is a Boundary Clock, a downstream IxNetwork
emulated Slave Clock can be used to easily determine the system’s Grandmaster and therefore,
the Master Clock selected by the DUT.

Objective

This test verifies that a Boundary Clock or Slave Clock correctly implements the Best Master
Clock (BMC) algorithm.

This example describes the setup and steps needed to test a Boundary Clock DUT. If your DUT
is a Slave Clock, you will need to verify clock selection using the DUT’s own command-line
interface (CLI), network management interface, or Web user interface (WebUI).

Setup
DUT Ports bxia Ports
Master Clock Slave Clock }{
i " IXIA
A Y

Slave Clock Master Clock

B ] gl liTA

I |
Slave Clock Master Clock ){

N g

Figure 22. Best Master Clock Selection test setup

(it
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

Configure the DUT and IxNetwork as follows:

e Configure the DUT as a Boundary Clock with three ports:
o Two Slave ports (to connect to the two IxXNetwork Master ports through a LAN).
o One Master port (to connect to the IxNetwork slave port).

e Configure IxNetwork with three ports:

o Two ports will be used as Master ports (each of which will emulate one or more
Master Clocks). Connect each IxNetwork Master port to a DUT Slave port
through a LAN.

o One port will be used as a Slave port (which will emulate a Slave Clock).
Connect the IxNetwork Slave port to the DUT Master port.

The IxNetwork Slave port will enable monitoring of the system’s Grandmaster.
This will enable us to determine the Master Clock selected by the DUT without
the need to query the DUT*s CLI or WebUI.

Step-by-Step Instructions

1. After reserving the three IxNetwork test ports, start the PTP Wizard by double-clicking
PTP.

I:ﬁ Protocols Wizards ]
Select & ‘wizard Fiur wizard |

Bl BPE A
- B} 0%PF
- [B) 0SPFv3
B 1515 vdvE
B L2515
Bl BGP/BGP+
Bl Multicast
Bl Multicast VPN
B TP
Bl MSTP
- [B) CFMAI7H
L-"JREP Ixia Part Ixia Port
P.BB'TE Emulated
Link-Datd Master Clocks
B2 Auth/tccess Hosts/DCB p-
[ 1P w/aNCP Ix1

Slave Clocks
—
: 1
Bl DHCP Client w AMCP
Bl PPPa w/ ANCP

- [B) L2TP w/ RADIUS . — .
B} DHCPYEPDoPPP s / J— - *
-.B) DHCPVEPDOLZTR < “ S
B FCoE/FC MNode ]

- peex -

Emyuleped

4|

Figure 23.  PTP Wizard - Initial Screen
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

2. Onthe first page of the PTP wizard, configure key PTP settings and the role of the
IXNetwork tests port(s). The ‘PTP Scenario’ defaults shown are common with many PTP
devices, however, ensure that they match the DUT, or the Slaves may not be able to
communicate with the Master.

a. Change the Role of both Master ports to Master.
b. Optionally, use the lists on the other options to change key PTP settings.

Note: The wizard can only configure one Role at a time, so if Masters and Slaves are
needed in the test, at least two runs of the wizard are required.

Note: The Communication Mode of Multicast is used in this test so that the DUT Slave
ports can ‘choose’ the Best Master Clock (over the shared LAN network)

PTP Scenario

Communication Made Multicast [v] ] Add ESMC to ports
Delay Mechanism RequestResponse |E|
PTP Extersion On 1P [v]
Step Mode TwoSkep [v]

Select Port Groupls) For Wizard Configuration

Rale Potrt Group Descripkion
1 Master P1-Master
b2 W P2-Masker
3 Mot Selected P3-3lave
# Ranges Per Port Group 1 ?

If the current configuration will be appended, the wizard will
create a maximum number of available ranges For pratacal,

Figure 24. PTP Wizard — Page 1
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

3. The second page of the PTP wizard (mainly) configures the addressing (of the slaves), and
the quantity of slaves. Note that IPv6 is also supported.

a. Change the IP addressing, as required. If the Master and Slaves will be on the same
Subnet and there will be many Slaves, it may be required to configure a Mask less
than /24 (for example use /16).

IP Configuration

IP Type IPvd [v]
Addresses per Range 1 |§|
IP Address 10.10.10.2

Increment By 0.0.01

Range Increment Skep 0.0.1.0

Mask 24 (£
Gateway Address 10.10.10.1

zateway Increment By 0.0.0,0

M55 1460 (£

Figure 25. PTP Wizard — Page 2

4. The third page of the PTP wizard configures the Clock Identity and Best Master Clock
Settings of the Masters. The Slaves will choose the 'Best Master’ based on these
parameters. The parameters can also be configured post-wizard. This page also serves to
configure Negative Testing.

At the bottom of the page are some of the Best Master Clock Settings. This wizard was
run with two Master Ports, so both master ports will get these same parameters. Post
wizard changes can be made so each Master (range) can have unique BMC settings.
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

a. Select the Use Clock Identity check box and configure the Master Clock Identities
as shown. This will make it easier to see the Master that is chosen by the Slaves in
the Best Master Clock selection.

PTP Caonfigurakion
Clock,

Use Clock Identity
Clock Idenkity

Clock Idenkity Increment

Clock Identity Range Increment

ooil:11:1111011:11011
DD:DD:DD:DD:DD:DD:DD:Dll

oo11:1111i11i11:1111

MNegative Testing

Delay Response Delay
Delay Response Delay Insertion Rate
Follow Up Delay

Fallow Up Delay Insertion Rake

Best Master Clock Settings
Clock Class

Clack Accuracy

Figure 26.

5.

The time is accurake ko within 1 s

0 |§| Fallow Up Drop Rake 0 z
1] |§| Celay Response Drop Rate a |§|
0 & Follow Up Bad CRC Rate 0
0
& [ Priority1 123 [
[v] Priorieyz 128 [=

PTP Wizard — Page 3

The fourth page of the PTP wizard configures the MAC addresses of the Masters.

a. (Optional) Configure the MAC address of the First, Increment, and Range Increment

of the Masters.

MAC Configurakion

First MAC Address
Increment By

Range Increment Step

Figure 27.
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000000 00;00:01
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PTP Wizard — Page 4
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

6. The fifth page of the PTP wizard adds VLANSs.
a. (Optional) Select the Enable Outer and Enable Innercheck boxes.

YLAMN Configuration
VLAN Wizard Configurations | vlanconfig-1 M [ wew |

[ | Enable ouker

Firsk IC Firsk IC

F.ange Increment F.ange Increment

Increment every addresses Increment every addresses
Increment By Increment By

mique Counk mique Counk

Priarity Priarity

Increment Mode

VLAMN To Port Association

Part YLAM Canfiguration
P 1 (P vlanconfig-1

Figure 28. PTP Wizard — Page 5

7. On the sixth, and last page of the PTP wizard, configure a Name for the parameters just
used in this wizard, and select how to apply those parameters.
a. Configure a name, such as BlackBook PTP BMC Test Case - Masters.
b. Click Generate and Overwrite and select the Identical Protocol stacks option.
This will overwrite any PTP stacks already configured on port P1-Master and port
P2-Master.

BlackBook PTP BMC Test Case - Maskers

{ Save Wizard Config but do not generate on Porks

{~ Generate and Append to Existing Configuration

{* iZenerate and Cwerwrite |Identical protocal stacks |E|

Figure 29. PTP Wizard — Page 6

8.  After clicking Finish, run the PTP wizard again for the slave port by double-clicking PTP.
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

9. See the Wizard steps for the Slaves as shown in the PTP Test Case: PTP Scalability
using IXNetwork. Here is a short list of items to change from their defaults for this test
case:

a. Wizard Page 1
i. Change P3-Slave port Role to Slave.
ii. Optional: Leave ranges at 1.
b. Wizard Page 2
I. Optional: Change Addresses per Range to 5.
ii. Change IP addresses, as required.
c. Wizard Page 3
i. Optional: Change Clock Identity to unique value. Ensure that they are
different from the Masters wizard run.
d. Wizard Page 4
i. Change First MAC Address to something unigue. Ensure that they are
different from the Masters wizard run.
e. Wizard Page 5
i. Optional: Add VLAN config.
f. Wizard Page 6
i. Save Wizard as BlackBook PTP BMC Test Case — Slaves.
ii. Click Generate and Overwrite.
10. After clicking Finish, close the wizard and view the wizard configuration in the main
IXNetwork GUI.

a. Go to Auth/Access Hosts/DCB -> Static IP/w/Auth -> Static IP -> PTP to see the

two Master ports and one Slave port configurations that was created.

b. Note the First Clock Clock Identity of each Master. This will be needed to
understand the Best Master Clock Selection in the statistics.

c. (Optionally) Scroll to the right to view or change the settings of each range.
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

d. (Optionally) Click the IP or MAC tabs at the bottom to see the lower layer

configuration.
Test Configuration E‘ A A H DCE
( Test Configuration | = PTP-15
E 1. Port Manager

E}- =J 2. Protocols

[ Diagram [ Static P |

|’ Port Group Marme = |

|1l 4. Statistic Setup

.+ 5, Capture Patent Marne | Enabled | Mame | SkartfStop Skatus | Use Identity | First Clock
5 imliT -k
@| i | 8 [ ][a]P1-Master
E|C:| MACAP v duth ;I 1 PTP-15 PTP-R16 I B Unconfigured oo:if:1l:11e1e11:11:11
= EI lII P2-Master
i z PTR-15 PTP-RA7 [ B Unconfigured O0i22:22: 2222222222
Lo & P3-5l
¢ -] DHCF Server [ [ axe :
£ Daata Certer Bridging 3 PTP-17 preris b B Unconfigured H|

B[] FC Client
-2 FCoE Clisnt

-2 FCoE Fonwarder

o[ DCEX —,Ll
1 I I L4 BB 7% | "
@E\ |§| Lai | [[ere | advanced | mac | vian |

Figure 30. Post Wizard PTP Configuration Screen

11. Start the PTP Emulation.
a. Start the PTP emulation by clicking the green arrow button(s). The left green button
will start all the ranges on the port, and the right green buttons will start one range at
a time (in this case, there is only one range per port). The Status column should
change to Negotiated when the PTP protocol is running on the Ixia port(s).

Parent Mame | Enabled | rame | Skart/Stop | Skakus
= III II P1-Maskter

1 TP-15 PTP-R16 | [ B | Megotisted
= |I| Il PZ-Master

2 TP-16 PTPR17 | I | B |Megotiated
= III II P3-Slave

3 PTP-17 PTP-R1E | [ B | Megotisted

Figure 31.  Start PTP Protocol
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

12. View the Statistics of the PTP emulation, verifying which BMC was selected by the slaves.

a. On the lower left of the main IxNetwork window, click Statistics il

b. Open the Protocol Summary and PTP Per Session statistics.

Skatistics

i. Toopenthe PTP Per Session statistics, right-click Protocol Summary and
select Drill Down per Session.

c. Notice that the Slaves have chosen the Master on port P1-Master to be its Master
Clock. Currently, both Masters have the same BMC settings in the configuration, but
P1-Master has a lower Clock Identity (00:11:11:11:11:11:11:11) so it has been
chosen as the Master.

d. Notice that P2-Master has a status of Passive because in this Multicast environment,
only one Master can be active at a time.
Chatistics |E| t F’rutocul Summary |
[ statisti Stat Name | Initiated | Sessions Succeeded | Sessions Failed
atistics
- TP 7 a
| Name: - ‘ Dis... |
[EHD) Views (Total: 83
) Custom Views (Total: 03
[CHZ Defaults (Total: 8)
JE3) Ports (Total: 4) Al ﬂ
@ Global Protocol Statistics -
5 @ Pork Stakistics J‘ EIEEen SESS'DHI
H[' Tx-Rx Frame Rate Statistics Stat Name iy Status PTP Status | Dffset [ns] | Path Delay [ns]l Time Slope Port Identity | Master Port Identity
H @ Part CPL Statistics 1 10.200.134.42/Cardz2Port3 - 4000000 Successful | GRAMDMASTER o o 1 00:11:11:11:11: 1101111 § 00:00: 00:00:00:00:00:00
E'_l Pratocols (Total: 4) 2 10.200.134.42/Card2/Port4 - 4200000 Successful PASSIVE o 0 1 00:22:22:22:22:22:22:22| 00:11:11:11:11:11:11:11
e . 3 10,200, 134,42 /Cardz[Ports - 4400000 Successful SLAVE -5 13,910 1 azbbideffife:00:0mo0f00:11:11: 1111111011000
[=HZ) Overview (Total: 2) ]
4 10.200.134.42/Card2/PortS - 4400001 Successful SLAYE 170 13,680 1 aabb:de:ff:fe:00:00:01f00:11:11:11:11:11:10:10
5 10.200.134,42[Card2[PortS - 4400002 Successful SLAVE <330 13,890 1 aa:bbide:ff:fe:00:00:02) 00:11:11: 1111011010000
e henti 1 [ 10.200.134.42/Card2PortS - 4400003 Suceessful SLAVE -160 13,890 1 aa:bbide:ff:fe:00:00:03f00:11:11:11:11:11:11:11
EHLD IP-pusthenticate (Tokal 2) 7 |10.200.134.92/Card2/Parts - 4400004 | Successful SLAVE 110 13,590 1 adbbedeifffei00:00:04| 0001 L LT LT 10
M) TPfauth (Tatal: 2) oo
[ pre
CAdll PP - Al Parts
Figure 32.  PTP Per Session Statistics

13.

Master Clock parameters, and that the Slaves follow these changes:

Continue the test to verify that the DUT correctly implements and prioritizes other Best

a. Go back to the Test Configuration window. Change port P2-Master to be more
preferred than the P1-Master by setting a higher Priority 1 value. If this value was at
its default of 128, set it to 129.
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

b. Observe the statistics. The Slaves have selected port P2-Master to be their
GrandMaster Clock.

ﬂ PTP Per Session I

Stat Name A Status | PTP Status | Offset [ns] | Path Delay [ns] | Time Slope Port Identity] Master Port Identity
1 10,200,134, 42/ Card2Port3 - 200000 Successful PASSINE 1] 1] 1 0011111 L Ag 00:22:22:22: 22:22:22: 22
2 [foeioierapicardelpord —do0—] Successful| GRANDMASTER | 0 0 1 00:22:22:22:22:22:22:22| 00:00:00:00:00:00:00:00
3 10,200,134, 42 (Card2/PortS - 600000 | Successful SLAYE -50 13,870 1 aa:bbede:ff:Fe:00:00:00) 00:22:22:22:25:22:22:22
4 10,200,134, 42/Card2fPorts - 600001 Successful SLAVE 170 13,730 1 aabb:de:ff:Fe:00:00:01) 00:22:22:22:22:22:22: 22
5 10,200,134, 42/CardzfPorts - 600002 | Successful SLAVE -120 13,820 1 aabb:de:ffife:00:00:02) 0D:22:22:22:22:022:22:22
[ 10,200,134, 42 {Card2/Ports - 600003 | Successful SLAYE -160 13,790 1 aa:bbede:ffiFe:00:00:03) 00:22:22:22:25:22:22:22
7 10,200,134, 42/CardzfPorts - 600004 | Successful SLAVE -50 13,740 1 aa:bb:de:ff:fe:00:00:04) 00:22:22:22:22:22:22:22

Figure 33. PTP Per Session Statistics

14.

Change other Best Master Clock parameters. See if the Slaves properly switches to the
new Master. Examples include the following:

a. Configure the P1-Master with a higher Priority 2 value.

b. Configure the P2-Master with a higher Clock Class value.

c. Configure the P1-Master with a higher Timestamp Offset value.

d. Configure the P2-Master with a higher Timestamp Offset Variation value.

e. Configure the P1-Master with a higher Time source value.

15. Verify the DUT’s ability to select the next-best Master Clock when the current Master Clock
fails (also known as BMC failover).

a. Disable the IxNetwork emulation of the currently running best Master Clock (that is,
the current Grandmaster, as seen by the Slave Clock) by clicking the red stop button
as seenin step 11.

b. Verify that the DUT reverts to the next-best emulated Master Clock by observing a

change in the PTP Per Sesssion statistics.
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16. (Optional) Additional per range/session statistics can be added to the statistics view.

Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

a. Hover the mouse over the PTP Per Session as shown in the following image, click
the Filter/Sort list, and then add the required statistics.

% |PTP Per Session
Home | Formulas
- B- rer st [][|F [ 1 aueoscrcl | Autoupdate Enabled
[ Impart || Export | | Save As.. add [~]
Stat Name
Data poling interval: 2 EI seconds Auto Update
1 10,200,134, 42)Cs )
2 10.200,134,42/Ca I’ T T 1 () Dril-Down Per Range (=) Drill-Down Per Session
3 10,200, 134'42||Ica Shatiskic Selected Stats
4 |10200.434.420Ca) T —m PTP - Session - Status (+]
10,200,134, 42/ Ca| — i
5 fCa WG PTF - Session - PTP Status
6 10,200,134 .42/Ca | — PTP - Session - Offset [ns] E
7 10,200,134, 42/ Ca|| | — PTP - Session - Path Delay [ns]
g 10,200,154 .42/ Ca| | — PTF - Session - Time Slope
q 10,200, 134.42}'(:6 L PTP - Session - Park IdEI’Itit'}."
10 10,200,134 .42(Ca| iIE - gess?on - ;'-ﬂist?r F‘n;l;ldsl;titv
- Session - Inkerface Identifier
10,200,134, 42)C
L fcall PTF - Session - Range Identifier P
12 10.200.13¢.42/Ca)| | PTP - Session - Announce Messages Sent
13 10,200.134.42/Ca Ll J PTP - Session - Sync Messages Sent
14 10.200.134.42/Ca|| | .....::. PTF - Session - Followlp Messages Sent E
Figure 34. Adding more PTP Statistics
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

17. For additional troubleshooting and validation of PTP elements, use the capture/analyzer
tool.

It can automatically filter out unrelated protocol messages, providing a clear trace of the
conversations between PTP endpoints, in real time. The tool captures both incoming and
outgoing PTP messages, with on-the-fly filters to quickly find a specific packet.

The Expanded Decode of the PTP packet (DelayRequest message) is shown in the
following figure.

Analyzer |E| 10.200.,134.42:02:08-Ethernet - Control
(P | |5 Network Packets (1056 items)
all Folders Packet Mo~  Time Packet Length Source MAC Dest MAC Source [P Dest IP Pratocol
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Figure 35.  IxNetwork Analyzer — PTP Decodes
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Test Case: Best Master Clock (BMC) Selection by Using IxNetwork

Test Variables
Repeat the test with the following suggested variations:

¢ Use combinations of two or more Clock Quality parameters on the IXNetwork emulated
Master Clocks, configured with conflicting priorities, to test the DUT’s prioritization of those
parameters. For example, set one parameter (the Priority 1 parameter) to a higher value on
Master Clock 1, and a different parameter (Priority 2) to a higher value on Master Clock 2.

e Test with both the DUT and the tester in PTP multicast mode and in PTP unicast mode.

e Test with multiple Master Clocks emulated on multiple IxNetwork Master ports, to test the
DUT’s ability to correctly use the BMC algorithm across multiple DUT ports, multiple DUT
line cards, and multiple DUT shelves or racks. This will require additional IXN2X test ports
and additional DUT Slave ports.

Results Analysis

Compare the results of the test with the IEEE standard, which specifies the BMC algorithm (see
Figures 27 and 28 on pages 89-90 of IEEE1588-2008).

Conclusions

Confidence in Best Master Clock selection is vital to the operation of any IEEE1588 system.
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Test Case: Best Master Clock (BMC) Selection by Using IXN2X

Overview

The Best Master Clock (BMC) algorithm is used by Slave Clocks and each Slave port of
Boundary Clocks to select the highest quality Master Clock available on the domain. It is a
complex algorithm that compares a number of different clock quality parameters, in a specified
order of priority, to deterministically select the best available Master.

Testing BMC is important. Incorrect selection can lead to disagreement between slaves as to
the best master (leading to different active Master Clocks among Slave Clocks within the same
domain), or inappropriate use of a Master Clock of lower quality or one that is intended only as a
backup.

IXN2X can test BMC by emulating multiple Master Clocks with different Clock Quality
parameters on one or more test ports. If the DUT is a Boundary Clock, then a downstream
IXN2X emulated Slave Clock can be used to easily determine the system’s Grandmaster and
therefore the Master Clock selected by the DUT.

Objective

This test verifies that a Boundary Clock or Slave Clock correctly implements the Best Master
Clock (BMC) algorithm.

This example describes the setup and steps needed to test a Boundary Clock DUT. If your DUT
is a Slave Clock, you will need to verify clock selection using the DUT’s own command-line
interface (CLI), network management interface, or Web user interface (WebUI).
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Test Case: Best Master Clock (BMC) Selection by Using IXN2X

Setup

DUT Ports Ixia Ports

Master Clock Slave Clock }(
4

g

Slave Clock Master Clock
. -

Slave Clock Master Clock
A .

(Ll
i

Figure 36. Best Master Clock Selection test setup

Configure the DUT and IXN2X as follows:

e Configure the DUT as a Boundary Clock with three ports:
o Two Slave ports (to connect to the two IXN2X Master ports).
o One Master port (to connect to the IXN2X slave port).
e Configure IXN2X with three ports:
o Two ports will be used as Master ports (each of which will emulate one or more
Master Clocks). Connect each IXN2X Master port to a DUT Slave port using an
Ethernet cable.
o One port will be used as a Slave port (which will emulate a Slave Clock).
Connect the IXN2X Slave port to the DUT Master port using an Ethernet cable.

The IxN2X Slave port will enable monitoring of the system’s Grandmaster. This
will enable us to determine the Master Clock selected by the DUT without the
need to query the DUT's CLI or WebUI.
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Test Case: Best Master Clock (BMC) Selection by Using IXN2X

Step-by-Step Instructions

1. Configure the IP addresses of the two Master ports and one Slave port of the IXN2X and of
the corresponding DUT ports in a similar manner to step 2 of test case PTP Test Case:
Correction Factor Error by using IxN2X, but with an additional DUT slave port and an
additional corresponding IXN2X port for the second Master port.

2. Create an IxXN2X Master Clock emulation on Master port 1 with default parameters.

Mew Emulations

Emulation types: Descripkion
sl |_| \JCILE‘-"\'CI:.'
# | PTP Master Clock over LIDPTPw4
# LI HTTP emulation,
- - - .
- - . :
- - - .
-] PTP
FTP Masker aver LDP TPy Add
PTP Slave over UDPIPv4 r~
#- (] RIP {* Individual emulations
+-[_] RSy
+-[] 5IP Counk: | 1
+-[_] Spanning Tree
+ I:I _Legacy Emulations Opkions

Iv* Edit properties after emulations added

QK | Cancel Help

Figure 37. Create a Master Clock Emulation

e
W

a. Inthe main Setup Emulation window, select the port to be used as Master port 1,
and click New. Open the PTP emulation type, select the PTP Master over UDP/IPv4
emulation type, check Edit Properties after emulations added, and press OK. The
Master over UDP/IPv4 Properties dialog will open.

b. Inthe Master over UDP/IPv4 Properties dialog, ensure that the Alternate master
flag is unchecked.
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Test Case: Best Master Clock (BMC) Selection by Using IXN2X

c. Note the Clock ID and Clock Quality parameters. You will need these later. You
may close the dialog by pressing OK.

PTP Kaster Over UDP/AIPv4 1 Properties

General  PTP Master Clock

>

= PTP Master Clock -
= Ethernet Settings
+ YLAN Pricrity
—! IP Settings
TPvd address type
+| IPv4 Priority
— UDP Settings
UDP source port 7000
— IEEE1588
Drofriain number o
—| Port Identity
Port rasnber

=] Closck Quuslity
Clags 248
Bccuracy 1us
Cffsat scaled log varlance i
Pricrity 1 128
Pricrity2 128
Alernate master flag M
Steps remoywed i
Tirme S0Urce Internal oscillabo
= Announce
Enatle
Log announce message interval 1 {1 per 2 seconds) b
Announce receipk timeout 3
=| Syne [
Two step Flag Bt
Log sync message interval 0 (1 per second) =
Folowlp [¥]
Follow-up delay {ms) 0
Path Delay Mechanism
Mechanism End To End
—| DelayResponse
Enable
Log minitu delay request inberval | 0 (1 per second) e
—| Calbration Factor Parameters ~

Clock 1D

The EULE4 clock identifier For the: emulabed dock., Use the Modifier function to define a sequence of
identifiers.

oxlc:m|a;wmb

Figure 38. Note the Clock ID and Clock Quality Parameters

3. Create a Slave Clock on the Slave port of the IXN2X with default parameters using the
same procedure as the previous step, but this time, select the PTP Slave over UDP/IPv4
emulation type.

4. Enable both devices and verify that the emulated Slave Clock is seeing the emulated
Master Clock as the Grandmaster.
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Test Case: Best Master Clock (BMC) Selection by Using IXN2X

a. Check the emulation checkboxes on the main IXN2X Setup — Emulation window, to
the left of the emulation names, for both the emulated Master Clock and Slave Clock.
This enables the IEEE1588 device emulations.

Session  Edit  View Actions Results Tools Help
= & Setup Results F\pplications =] Options £ Ports Ei'Session || 000:00:00 M Traffic @ Capture 4 Ro
Setup =* Setup - Emulation

= Traffic S Mew E > % Results Gl Details | == @ Log | Actions-PTP Slave Clock Over UDPJIPv4 «
&= Capture Ethernet | Tester Address SUT Addres
E;ZT;?:?:’}; Mame Handle | Count | State | Action Contral | WLARMs | Tester IPwd SUT IPwd
J\:’l Viden —| BB} Port 1031 (Ethernet-100M FD) - 1 device (1 Up)

PTF Master over UDP/TPv4 1 1 1 Master 100,1.1.2 100.1.1.1
%) Surnmary

[] PTP Master Clack Ower L
] PTP Slave Clock Ower LIC

=Y ink L —| B Port 1033 (Ethernet-100M FD) - 1 device (1 Up)
= Physical Layer... PTP Slave over UDPJTPw4 3 [ Slave | 100.

—| B} Port 103/2 (Ethernet-100M FO) - 0 devices

Resulks

Figure 39.  Verify that the Emulations have Reached the Master and Slave States

b. Wait for the IXN2X Master Clock and Slave Clock emulations to reach the Master

and Slave states, respectively. You can observe the emulation states on the main
Setup — Emulation window.

c. Onthe IXN2X main Setup — Emulation window, right-click the slave emulation and
select View Details. This will open the Slave Instances dialog. In this dialog, you

should see a single row which displays the details of the single slave clock
emulation.

52 Hew B ghRresuts & Detais | 22 [

MName Handle | Count | State
—| ME® Port 103/1 (Ethernet-100M FDY - 1 device (1 Up)
S PTF Master over UDP{IPvE 1 1 1 Master

—| B Port 103)2 {(Ethernet-100M FD) - 0 devices

—| ME® Port 103/3 (Ethernet-100M FOY - 1 device (1 Up)

SRR Slave rver LDP(TEYA 5 R ]|

Mew Ennulation, .

—| B Porb 103 pp, Chrl+C
Paste Chrl+y
Duplicate Chrl+D
Delete Del
Properties Enter
Wigw Results Chrl+R

Wiew Details Chrl+T

Figure 40. Right-click the Emulation to View the Slave Instance Details
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Test Case: Best Master Clock (BMC) Selection by Using IXN2X

d. Double-click this row to open the Slave Instance Details dialog. Scroll down to the
Best Master Clock section. (You may verify these details using the DUT’s own CLI
or WebUI). Note the DUT’s Grandmaster clock ID and Clock Quality parameters,
and verify that these are the same as the Clock ID and Clock Quality parameters of
the Master Clock emulation on IXN2X Master port 1, as noted earlier.

PTP Slave over UDP/IPv4 3 - Instance 1 Details

TPTP Siave Clock Over UDR|TFvA |

2 Refresh {0 Refresh Activity Trace 3¢ Clear Activity Trace 5. Reset Measurements | () Action Control.., 3

[o] Best Master Clock A

Source address 10.0.0,10

Last changs I: 1441
Grandmaster clock 1D O0000E4FFFED 10102
Class 248

Accuracy

Offset scaled log variance (0

Master priority 1 128

Master priority 2 128

Steps removed 1

Time source Internal oscillator
Source port clock ID 002546FFFEAZIT
Source port number 2

Figure 41. View the Grandmaster Clock ID and Clock Quality Parameters

Create and enable a second IxXN2X Master Clock.

a. Create a second emulated Master Clock using the same procedure as Step 2, this
time on Master port 2 of the IXN2X.

b. Note the Clock ID. You will use this later.

c. Ensure that the Alternate master flag is unchecked.
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Test Case: Best Master Clock (BMC) Selection by Using IXN2X

d. Change the Clock Quality attributes to be better than the Clock Quality of Master
port 1. (Refer to the IEEE1588-2008 standard, Figures 27 and 28 on pages 89-90).
For example, set the Priority 1 field of the second Master Clock emulation to a lower
numerical value (which reflects a higher priority and therefore a better clock). Click
OK to close the dialog.

[£] Best Master Clock

Figure 42.

Source address 10.0.0.10

Last change 0o00:45:01.5823
Grandmaster clock ID Ox000065FFFEQ40102
Class 248

Accuracy 1us

Offset scaled log variance 0

Master priarity 1
Masker priority 2 125

Skeps remaoved 1

Time source Internal oscillator
Source pork clack 1D :x002546FFFEAZ 3700
Source pork number 2

Change the Priority 1 Field of the Second Master to a Lower Value (Higher Quality)

e. Enable the Master Clock 2 emulation by checking the emulation checkbox on the
main IXN2X Setup — Emulation window, to the left of the emulation name.

Refresh or re-open the Slave Instance Details dialog and observe the value of the

Grandmaster clock ID. Verify that this has changed to the Clock ID of the second Master

Clock.

Continue the test to verify that the DUT correctly implements and prioritizes the other

Clock Quality parameters, by creating a series of additional IXN2X Master Clock
emulations on Master ports 1 and 2. Create each new emulation on the IXN2X Master port
that is not currently the Grandmaster, to enable the change to be observed by viewing a
changed Grandmaster clock ID in the Slave Instance Details dialog. For example:

a. Create a Master on Master port 1 with a higher Class parameter.

b. Create a Master on Master port 2 with a higher Accuracy parameter.

c. Create a Master on Master port 1 with a higher Offset scaled log variance
parameter.

d. Create a Master on Master port 2 with a higher Priority 1 parameter.

e. Create a Master on Master port 1 with a higher Priority 2 parameter.

f. Create a Master on Master port 2 with a higher Steps Removed parameter.

g. Create a Master on Master port 1 with a higher Time source parameter.
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Test Case: Best Master Clock (BMC) Selection by Using IXN2X

8. Verify the DUT’s ability to select the next-best Master Clock when the current Master Clock
fails (known also as BMC failover).

a. Disable the IXN2X emulation of the best Master Clock (i.e., the current Grandmaster,
as seen by the Slave Clock) by clearing the checkbox to the left of the appropriate
emulation within the IXN2X Setup — Emulation dialog. (If you have run all the steps
above, this will be the last Master Clock created).

b. Verify that the DUT reverts back to the next-best emulated Master Clock by
observing a changed Grandmaster clock ID in the Slave Instance Details dialog.

Test Variables
Repeat the test with the following suggested variations:

¢ Use combinations of two or more Clock Quality parameters on the IXN2X emulated Master
Clocks, configured with conflicting priorities, to test the DUT’s prioritization of those
parameters. For example, set one parameter (e.g., the Priority 1 parameter) to a higher
value on Master Clock 1, and a different parameter (e.g., Priority 2) to a higher value on
Master Clock 2.

e Test with both the DUT and the tester in PTP multicast mode and in PTP unicast mode.

e Test with multiple Master Clocks emulated on multiple IXN2X Master ports, to test the
DUT’s ability to correctly use the BMC algorithm across multiple DUT ports, multiple DUT
line cards, and/or multiple DUT shelves or racks. This will require additional IXN2X test ports
and additional DUT Slave ports.

Results Analysis

Compare the results of the test with the IEEE standard which specifies the BMC algorithm (see
Figures 27 and 28 on pages 89-90 of IEEE1588-2008).

Conclusions

Confidence in Best Master Clock selection is vital to the operation of any IEEE1588 system.
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Test Case: Correction Factor Error by Using IxNetwork

Overview

One of the most critical functions of a Transparent Clock (TC) is to correctly measure the
latency (in ns) experienced by PTP packets as they pass through it. This latency is also known
as the Residence Time. The TC sends this latency information to downstream PTP entities as
a value known as the Correction Factor. If the Correction Factor is inaccurate or if Transparent
Clock behavior is not implemented within a switch or router, downstream Slave Clocks may not
be able to synchronize accurately to the upstream Master.

There have been multiple test methodologies proposed for TC testing. One of the
methodologies is discussed here using IxXNetwork. Please refer TC test cases in Clock Quality
section for other advanced methodologies.

Using IxNetwork, you can measure the actual latency of each PTP packet as it passes through
a TC and compare that to the reported Correction Factor. This provides a measure of how well
the TC is calculating the Correction Factor.

The Correction Factor error (CF error) is calculated as follows:
CF error = Correction Factor — Actual Latency

Positive values of CF error indicate that the TC is overestimating the residence time, while
negative values indicate that it is underestimating.

This CF error metric, which was introduced and demonstrated on the IxNetwork test platform
during the ISPCS 2009 Symposium, is recognized as a basic metric of TC performance. Using a
TC with large CF errors may result in inaccurate and varying synchronization of downstream
Slave Clocks. If the CF errors are large and vary greatly, the resulting instabilities may cause
downstream Slave Clocks to lose synchronization.

Generally, a Correction Factor error of greater than several tens of nanoseconds is considered
significant, however, this depends entirely on the requirements of your application.

Objective

This test measures the Correction Factor Error of either a Transparent Clock or a cascaded
series of Transparent Clocks.

This example describes the setup and steps needed to test a single Transparent Clock.
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Test Case: Correction Factor Error by Using IXNetwork

Setup
>< ><
U‘ ’U
Master Clock Slave Clock
Figure 43.  Calibration setup
F AN F AN
- -
Master Clock DUT Slave Clock

Figure 44. Correction Factor Error test setup

About Calibration

To measure the Correction Factor accurately, ensure that the IxNetwork latency measurement
is as accurate as possible, and that the timestamp plane is referenced to actual ingress and
egress points of the messages to and from the DUT.

This will help eliminate inaccuracies that may otherwise be caused by the following:

¢ Internal offsets within IxNetwork (between the point of insertion of timestamps and the
test interface connector).

e The propagation delays within the cables connecting the DUT interfaces to the
IXNetwork test interfaces. For example, category 5E electrical cable adds a propagation
delay of 5.48 ns/m, while optical fiber adds a delay of approximately 3.29 ns/m.
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Test Case: Correction Factor Error by Using IxXNetwork

lxia DuT lxia

(Master Clock) (Slave Clock)

FFGA

I

" "l =
Internal Fropagation Correction Factor should measure

offset delay the time across here.

™ Calibration brings the s
timestamp plane to here

Figure 45.  Calibration helps correct for IxXNetwork offsets and cable propagation delays

While the IxNetwork already has some compensation for internal offsets built into its timestamp
engine, it is not able to fully compensate for all aspects of the offsets and cannot automatically
take propagation delay into account.

Configurations

There are two configurations for this test:

e Calibration mode configuration, for the calibration step, for which we will interconnect
two IxNetwork test ports back-to-back using one Ethernet calibration cable.

o Test mode configuration, for the measurement steps, for which we will connect two
IXNetwork test ports to two DUT test ports by using two Ethernet test cables of equal
length.

The length of the calibration cable must be equal to twice the length of one test cable.
This is important and will help ensure that there is no contribution to the reported Correction
Factor error caused by differing cable lengths.

In summary, you will need three cables for this test:

e Two test cables of the same length (x meters) to connect the Master test interface to the
DUT and to connect the DUT to the Slave test interface during the measurement steps.
Measure the length of this cable.
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Test Case: Correction Factor Error by Using IxXNetwork

e A calibration cable that is twice as long (2x meters) to connect the Master test interface
directly to the Slave test interface during the calibration step.

Calibration mode

e The DUT is not required.
e Configure IxXNetwork with two test ports:
o One test port will be used as Master port (on which we will emulate a Master
Clock).
o One test port will be used as a Slave port (on which we will emulate a Slave
Clock).
e Connect the IxNetwork Slave port to the IxXNetwork Master port by using the Ethernet
calibration cable.

Test mode

e Configure the DUT as a Transparent Clock with two ports:
o One Slave port (to connect to the IxNetwork Master port).
o One Master port (to connect to the IXNetwork Slave port).
e Configure IxNetwork with two test ports:

o One test port will be used as Master port (on which we will emulate a Master
Clock). Connect the IxXNetwork Master port to the DUT Slave port by using one
of the Ethernet test cables.

o One test port will be used as a Slave port (on which we will emulate a Slave
Clock). Connect the IxNetwork Slave port to the DUT Master port by using the
other Ethernet test cable.

Step-by-Step Instructions
1. Cable the IxXNetworks ports Back-to-Back (See Setup: Calibration Mode).
2. Calibrate the timestamps:

If a calibration cable of the correct length cannot be obtained or constructed, you must still
carry out the calibration procedure to account for the internal test equipment residual
latencies. You may then use the above cable propagation-delay estimates to either
determine or correct for the calibration error that is likely to result from using a calibration
cable of incorrect length. Using the calibration cable, run the following steps.

a. Configure a Master and Slave(s) as per the PTP Test Case: Best Master Clock
(BMC) Selection by using IxNetwork.

b. Start the protocol emulation. Ensure that the Master/Slave status goes to Successful.
Note the Path Delay (ns) of the Slave(s) after a period of time, after these
measurements have settled.
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% |PTP Per Session

Stak Mame br Status PTP Status | Offset [ns]} Path Delay [ns]
1 10,200,134 .42/ Cardz [Portg - ... Successful GRAMDMASTER I ]
2 10,200,134 .42/CardzPart10 ... Successtul SLAVE i 1,880

Figure 46. Viewing the Path Delay of the Slave during Calibration

3.  Stop the Protocol Emulation.

4. Cable the IxNetwork ports to the DUT, with the DUT acting as the Transparent clock (See
Setup: Test Mode).

5. If necessary, reconfigure the link layer and IP addresses on the IxNetwork Master port and
the IxNetwork Slave port, as necessary. An example of this can be seen in the PTP Test
Case: Best Master Clock (BMC) Selection by using IxNetwork.

6. Configure the Master port to be in Transparent/Master mode.

a. Goto Test Configuration -> Auth/Access Hosts/DCB -> Static IP w/Auth -> Port
Group Settings - > Clock role. Change the Master port to Transparent/Master.
Tesk Configuration @ H OCH

Test Configuration

----- E 1. Port Manager

EH =4l 2. Prokocols

Drag a column header here to group by that column

Port Group Mame <

k1

iy
tr

Traffic Groups
[Ha= 3. Traffic

D Cptions
-l 4. Statistic Setup
-1 5, Capture

1% 6. QuickTests

#-[ ] DHCPAPD wa/ Atk ;I
=J[_] Static IP v Auth
- El_Global Seting =

Fort Group Settingz |
-8 10.200.134.42:02:09Ethemnet - Cor = |

Figure 47.
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Test Case: Correction Factor Error by Using IxXNetwork

7.  Enter the Path Delay (ns) value as determined in step 2b, into the Residence Time field
of the Transparent/Master Clock.

Test Configuration ﬂ A A 1§ DCH

Test Configuration

----- H 1, Park Manager

B macrian- J—%ﬁ IP-1 I
i T

I_f_r-J 2. Protocals =3 FTP-3

L Traffic Graups
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D Options EE— -
|l 4. Statistic Setup [ pegram [[statc P ]]
-1 5, Capturs R F
4% 6. QuickTests |\—Port Closplionc |
‘-] DHCPEPDaLNS | B Source | Step Mode | Delay Mechanism | Residence Time | Communication Mode | Signal Uni

=0 MACAP wé duth
. @[3 DHCP/PD w/ Auth

rMulkicast

J 1 TwosStep RequestResponse

iobal Settings

Port Group Settings 2 TwoSten RequestResponse Multicast
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Figure 48. Configuring Correction Error Residence Time
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8.  Start the PTP protocol emulation by clicking Start All Protocols on the top toolbar. sl
9. Measure Correction Factor Error.
a. Observe the Statistics -> Path Delay (ns).

ﬂ PTP Per Session
e
Stat Name WV Status | PTP Status | Offset [ns]] Path Delay [ns]
10,200,134 .42/ CardzjPortd - 05000, . Successful| TRANSPAREMT _GRAMDMASTER, 0 0
2 10,200, 134,42 /CardZ/Port10 - 1000000 Successful SLAVE 0 0

Figure 49. Measure Correction Factor with DUT

b. You may have to adjust the calibration factors slightly to zero out the Path Delay, as
follows:

i. Stop the protocol emulation.

ii. Change the Residence Time as explained in Step 7.
iii. Start protocol emulation again.
iv. Observe Path-Delay (ns).

Note that the magnitudes of the residual latencies and the stability of the calibrated

values will vary according to the type of IxXNetwork test card used and the line rate
(10/100/1000/10000 Mb/s) used.

After IxNetwork is properly calibrated, the measured Path Delay (ns) values will accurately
represent the actual PTP packet residence time in the DUT, excluding some small residual
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internal IxNetwork offsets (for example, variable PHY delays) and propagation delays in the
cables.

Note that the IxNetwork real-time traffic-based latency measurements remain unchanged and
will be larger than the PTP emulation Path Delay measurements.

Test Variables
Repeat the test with the following suggested variations:

¢ Increase the Sync/Delay Request message rates, as required.

¢ Increase the number of slaves emulated on the slave port to 100, depending on the
expected load in the target system. (See also PTP Test Case: PTP Scalability by Using
IXNetwork).

¢ Run the test across different pairs of ports, across port pairs in both directions at the
same time (by using different clock domains), and across multiple port pairs at the same
time. We recommend this because port asymmetries and unexpected performance
differences have been found in at least one commercial Transparent Clock, and because
testing on multiple port pairs at the same time may load the DUT and impact the Correction
Factor accuracy.

e Run the test on multiple clock domains simultaneously. This will test whether the
Transparent Clock DUT is able to be syntonized to multiple upstream Master Clocks (on
different clock domains) at the same time. A lack of syntonization of the Transparent Clock
will cause its time base (for CF calculations) to be inaccurate. This may cause a CF Error
result that is higher than expected and increases linearly with increasing forwarding latency.

¢ Introduce background data-plane (user) traffic by creating non-PTP traffic streams to and
from the Master and Slave ports.

e Add a control-plane load, for example, by emulating the Spanning Tree Protocol (STP) or
other protocols, and rapidly changing the protocol parameters or flapping the emulated
devices.

¢ Run the test in both PTP multicast mode and PTP unicast mode.

Results Analysis

The measured Correction Factor Error should be less than the DUT specification or less than
the requirements of the target system or network, under all conditions that might be expected.
Generally, the Correction Factor error should be less than a few hundred nanoseconds,
however, this varies depending on the application of your DUT.
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Conclusions

Correction Factor Error contributes to the time offset experience by each Slave Clock in a
system.

The application’s timing synchronization requirements will determine the maximum time offset
permitted at each Slave Clock. If Transparent Clocks are used in the system, some of this
maximum time offset must be budgeted or allocated to Correction Factor Error. Multiple
Transparent Clocks are likely to be used in a real network, however, so the permitted Correction
Factor Error of any single Transparent Clock must be reduced according to the maximum
number of TCs expected to be cascaded.
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Test Case: Correction Factor Error by Using IXN2X

Overview

One of the most critical functions of a Transparent Clock (TC) is to correctly measure the
latency (in ns) experienced by PTP packets as they pass through it. This latency is also known
as the Residence Time. The TC sends this latency information to downstream PTP entities as
a value known as the Correction Factor. If the Correction Factor is inaccurate or if Transparent
Clock behavior is not implemented within a switch or router, then downstream Slave Clocks may
not be able to synchronize accurately to the upstream Master.

There have been multiple test methodologies proposed for TC testing. One of the
methodologies is discussed here using IXN2X. Please refer TC test cases in Clock Quality
section for other advanced methodologies.

Using IXN2X, you can measure the actual latency of each PTP packet as it passes through a TC
and compare that to the reported Correction Factor. This provides a measure of how well the
TC is calculating the Correction Factor.

The Correction Factor error (CF error) is calculated as:
CF error = Correction Factor — Actual Latency

Positive values of CF error indicate that the TC is overestimating the residence time, while
negative values indicate that it is underestimating.

This CF error metric, which was introduced and demonstrated on the IXN2X test platform during
the ISPCS 2009 Symposium, is recognized as a basic metric of TC performance. Using a TC
with large CF errors may result in inaccurate and/or varying synchronization of downstream
Slave Clocks. If the CF errors are large and vary greatly, the resulting instabilities may cause
downstream Slave Clocks to lose synchronization.

Generally, a Correction Factor error of greater than several tens of nanoseconds is considered
significant; however, this depends entirely on the requirements of your application.
Objective

This test measures the Correction Factor Error of either a Transparent Clock or a cascaded
series of Transparent Clocks.

This example describes the setup and steps needed to test a single Transparent Clock.
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Setup
>< ><
U‘ ’U
Master Clock Slave Clock
Figure 50. Calibration setup
F AN F AN
- -
Master Clock DUT Slave Clock

Figure 51. Correction Factor Error test setup

About Calibration
In order to measure the Correction Factor accurately, it is important to ensure that the IXN2X

latency measurement is as accurate as possible, and that the timestamp plane is referenced to

actual ingress and egress points of the messages to/from the DUT.
This will help eliminate inaccuracies that may otherwise be caused by:

o Internal offsets within IXN2X (between the point of insertion of timestamps and the test
interface connector).

o The propagation delays within the cables connecting the DUT interfaces to the IXN2X
test interfaces. For example, Category 5E electrical cable adds a propagation delay of
5.48 ns/m, while optical fiber adds a delay of approximately 3.29 ns/m.
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lxia DuT lxia

(Master Clock) (Slave Clock)

FFGA
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Internal Fropagation Correction Factor should measure

offset delay the time across here.

™ Calibration brings the s
timestamp plane to here

Figure 52.  Calibration helps correct for IXN2X offsets and cable propagation delays

While the IXN2X already has some compensation for internal offsets built into its timestamp
engine, it is not able to fully compensate for all aspects of the offsets and cannot automatically
take propagation delay into account.

Configurations

There are two configurations for this test:

Calibration mode configuration, for the calibration step, for which we will interconnect
two IXN2X test ports back-to-back using one Ethernet calibration cable.

Test mode configuration, for the measurement steps, for which we will connect two
IXN2X test ports to two DUT test ports using two Ethernet test cables of equal length.

The length of the calibration cable must be equal to twice the length of one test cable.
This is important and will help ensure that there is no contribution to the reported Correction
Factor error caused by differing cable lengths.

In summary, you will need a total of three cables for this test:

Two test cables of the same length (x meters) to connect the Master test interface to the
DUT and to connect the DUT to the Slave test interface during the measurement steps.
Measure the length of this cable.

A calibration cable that is twice as long (2x meters) to connect the Master test interface
directly to the Slave test interface during the calibration step.
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Calibration mode

e The DUT is not required.
e Configure IXN2X with two test ports:
o One test port will be used as Master port (on which we will emulate a Master

Clock).
o One test port will be used as a Slave port (on which we will emulate a Slave
Clock).
e Connect the IXN2X Slave port to the IXN2X Master port using the Ethernet calibration
cable.
Test mode

e Configure the DUT as a Transparent Clock with two ports:
o One Slave port (to connect to the IXN2X Master port).
o One Master port (to connect to the IXN2X slave port).
e Configure IXN2X with two test ports:
o One test port will be used as Master port (on which we will emulate a Master
Clock). Connect the IXN2X Master port to the DUT Slave port using one of the
Ethernet test cables.
o One test port will be used as a Slave port (on which we will emulate a Slave
Clock). Connect the IXN2X Slave port to the DUT Master port using the other
Ethernet test cable.

Step-by-Step Instructions
1. Calibrate the timestamps.

If a calibration cable of the correct length cannot be obtained or constructed, you must still
carry out the calibration procedure in order to account for the internal test equipment
residual latencies. You may then use the above cable propagation-delay estimates to
either determine or correct for the calibration error that is likely to result from using a
calibration cable of incorrect length.

a. Using the calibration cable, run the following steps (steps 2-7) using the default zero
Tx and Rx Calibration factors for the Master and Slave emulations.

b. Note the average Sync Latency and average Delay Request Latency
measurements recorded after a period of time, once these measurements have
settled.

PN 915-2625-01 Rev F June 2014 68



Test Case: Correction Factor Error by Using IXN2X

PTP Slave over UDP/APv4 T - Instance 1 Details

PTP Slave Clock Orver LDPITPv4 E

o Refresh | o Refresh Activity Trace 'R Clear Activity Trace ‘5. Resat Measurements {i:l.d.ctlm Control,.. =o2

H Sync Latency
Mirarmm
Average J00:00:00.0020%421:2
it 00002 00:00.00455559
5 Delay Request Latency
Mirarmum

Bverage
Maximum

Figure 53.  Viewing the Sync Latency and Delay Request Latency Measurements

c. Configure the Master port Tx and Rx calibration factors according to the following
formulae:
i. Tx calibration factor = Sync Latency / 2
ii. Rx calibration factor = Delay Request Latency / 2

PTP Haster Over UDPAPw4 & Properties

Genaral PTP Master Clock
; ~ |3 E
[B) PTP Master Clock
L L} -
L ] L] -
L L} -
—| Calibration Factor Parameters
Tx calibration Factor (ns) 3295
Rux cabbration fackor (ns) 3295
Rx calibration factor {ns)
Offset in nanoseconds applied to T2 and T4 to bring the timestamp plame right out bo the wire,
[ 4 Cancel Hedp

Figure 54. Configuring the Master Clock Calibration Factors

d. Similarly, configure the Slave port Tx and Rx calibration factors according to the
following formulae:
i. Tx calibration factor = Delay Request Latency / 2
ii. Rx calibration factor = Sync Latency / 2
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PP Slave Owver UDP/IPv4 7 Properties

Ganwral  PTP Shave Clock |

i) Action Control... 53 Activity Trace
|B PTP Slave Clock
* - .
* - .
- - -

—| Cabbration Factor Parameters

T calibration Factor (ns) 3295
R calibration Factor (ne) 3295
Rx calibration Factor {ns)

Offset in nanoseconds applied to T2 and T4 to bring the timestamp plane right out bo the wire.

Figure 55. Configuring the Slave Clock Calibration Factors

2. Press the Reset measurements button within the Slave Results dialog. In the Slave
Details dialog, check that:

i. the Sync Latency is now close to zero (under 100ns).
ii. the Delay Request Latency is now close to zero (under 100ns).
iii. the Latency Asymmetry is now close to zero (under 50ns).
iv. the Offset From Master (OFM) is now close to zero (under 100ns).

It may be necessary to adjust the calibration factors slightly in order to zero out the latency
values. To do so: Change the calibration values, press Apply, Reset measurements on
the Slave, and then Refresh the Slave instance measurements to see the new latency
values.

Note that the magnitudes of the residual latencies and the stability of the calibrated values
will vary according to the type of IXN2X test card used and the line rate
(10/100/1000/10000 Mb/s) used.

Once IXN2X is properly calibrated, the measured Sync Latency and Delay Request
Latency values will accurately represent the actual PTP packet residence time in the DUT,
excluding some small residual internal IXN2X offsets (e.g., variable PHY delays) and
propagation delays in the cables. Note that the IXN2X real-time traffic-based Latency
measurements remain unchanged and will be larger than the PTP emulation Latency
measurements.

3.  Configure the link layer and IP addresses on the IXN2X Master port (the port that will
emulate the Master Clock) and on the IXN2X Slave port (the port that will emulate the
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Slave Clocks). Assuming that the Transparent Clock DUT is an Ethernet switch, which is
transparent to layer 3:

a. Configure the First Address of the Slave port (shown as port 101/1 below) to
192.1.1.2.

b. Configure the First Address of the Master port (shown as port 101/2 below) to
192.1.1.1.

c. Configure the Slave port’'s SUT Interface IP address to 192.1.1.1/24 (i.e., to match the
Master port).

d. Configure the Master port’s SUT Interface IP address to 192.1.1.2/24 (i.e., to match
the Slave port)

e. Pressthe Send All ARP Requests button.

E LAMAYLAN IPv4 Addresses
Send All ARF
Requests

EE'E'?‘E':' Part | aRP | SUT Inkerface | vLanID | Ether Type | Tra... | First Address
it - 1011 0x9100, 0xE100 [ ]
- Tester
2 192.1.1.1/24 [] 1 12112
¥ sUT
- 1oz %9100, 0x5100 [
Edit.. = Tester
: ZoE N
ST

Figure 56. Configuring the IP Addresses of the DUT and IXN2X Test Ports and DUT

4.  Create one Master Clock emulation on the Master port (101/2).

a. Use the default configuration parameters.
b. Change the Sync message rate to 8 packets per second.

5.  Create one Slave Clock emulation on the Slave port (101/1).

a. Within the Slave Clock Properties dialog box, in the PTP Slave Clock tab, uncheck
Apply random distribution. This ensures that the emulation will not transmit a
request before a response has been received to the previous request.
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b. Setthe Log Minimum Delay Request Interval to 0 (1 message per second).

PTP Slave Over UDP/IPv4 7 Properties §|

General  PTP Slave Clock ]

@ Action Contral... ? Activity Trace
= PTP Slave Clock
—| IP Settings
IPw4 address tvpe Mulkicask
+| IPw4 Priarity
—| UDP Settings
+| UDP source port <Increment >
—| IEEE1555
Domain number a
—| Port Identity
Port number 1
— Clock ID <Increment =
From Ox000065FFFECTOL0Z
To Ox=000065FFFEOFO102
Counk 1
Step Q01
Repeat 1
—| Announce
Announce receipt bmeout 3
—| Path Delay Mechanism
IMechanism End To End
—| DelayRequest
Enable
Delay request interval mode Luto -
Log minirum delay request interval 0 (1 per second) -
&pply random distribution O
—| Calibration Factor Parameters
T calibration factor (ns) 3295
R calibration Factar {ns) 3295
—| Activity Trace
Enable
Message Filker enable
Filter session instance u}

Apply random distribution
Enable randomisation of DelayRequest messages interval as per IEEE 1588v2 section 9.5,11.2

(o] 4 | Cancel Apply Help

Configuring the PTP Slave Clock Emulation

Figure 57.

6. Enable the devices (Master and Slave) by checking the device emulation checkboxes on
the main window.

7. Wait for the Slave device to transition to the Slave state.

8. Measure Correction Factor Error

a. Inthe Setup — Emulation area, select the PTP Slave emulation.
b. Click the Details button. The PTP Slave Instances dialog box is displayed.
c. Double-click the table row that reflects the Slave instance.
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d. Scroll down the Slave Instance Details window to view the Slave’s Sync Correction
Factor Error and Delay Request Correction Factor Error measurements:

i. Minimum
ii. Average
iii. Maximum
e. Use the Refresh or Reset Measurements buttons to control your view of the statistics.

PP Slave over UDP/IPv4 ¥ - Instance 1 Details r‘5—<|
PTP Slave Clock Over UDP{TPv4 ]

2 Refresh | ¢ Refresh Activity Trace 3¢ Clear Activity Trace % Reset Measurements | €3 Action Contral... 55
COffset scaled log variance 0 ~
Master priority 1 128
Master priarity 2 128
Steps removed 0
Time source Internal oscillator
Source port clock ID 0:x000064FFFEDS0102
Source port number 1

[ Clock Measurements
Cffset From master -000:00:00.000000045
Mean path delay 000:00: 00, 000000620
(= Sync Correction Factor Error
Minirnun -000:00:00, 000000310
fAverage -000: 0000, 000000674
Maxirmum -000:00: 00, 00000550
& Delay Request Correction Factor Error
Mirirnum -000:00:00, 0000007 40
Awerage -000: 0000, 000000365
Macximum -000:00: 00, 00000400
=] Sync Latency
Minirnum 000:00:00,001713580
Average 000:00:00,002094212
Mazimum 000:00:00, 0045595550
= Delay Request Latency
Mirirnum 000:00:00,001731590
Bverage 000:00:00,002055395
Mazirmurn 000:00:00,004573410
=] Latency Asymmetry
Mirirnum 000:00:00, 000000220
Average 000:00:00, 000450500
Mazirmurmn 0000000, 002856570
[ Received Intervals
Log announce interval 1
Log sync inkerval 0
Log min delayRequest interval i}
Log min PDelayRequest interwval i}
[ Granted Unicast Inter-Message Periods
Log announce inker message n]
Log sync inker message u]
Log delay response inker message 0
Log PDelay response inker message o
=] Sequence Error Counts
Skipped sequence number 0
Misordered sequence number 0 v

Close | Help

Figure 58. Measuring the Correction Factor Errors

PN 915-2625-01 Rev F June 2014 73


javascript:toggleBlock('449
javascript:toggleBlock('449
javascript:toggleBlock('449

Test Case: Correction Factor Error by Using IXN2X

Test Variables

Repeat the test with the following suggested variations:

Increase the Sync and Delay Request message rates as required.

Increase the number of slaves emulated on the slave port to 100, depending on the
expected load in the target system. (See also PTP 02 Slave Scalability).

Run the test across different pairs of ports, across port pairs in both directions at the
same time (using different clock domains), and across multiple port pairs at the same time.
This is advisable because port asymmetries and unexpected performance differences have
been found in at least one commercial Transparent Clock, and because testing on multiple
port pairs at the same time may load the DUT and impact the Correction Factor accuracy.
Run the test on multiple clock domains simultaneously. This will test whether the
Transparent Clock DUT is able to be syntonized to multiple upstream Master Clocks (on
different clock domains) at the same time. A lack of syntonization of the Transparent Clock
will cause its time base (for CF calculations) to be inaccurate. This may cause a CF Error
result that is higher than expected and increases linearly with increasing forwarding latency.
Introduce background data-plane (user) traffic by creating non-PTP traffic streams to and
from the Master and Slave ports.

Add a control-plane load, for example by emulating the Spanning Tree Protocol (STP) or
other protocols, and rapidly changing the protocol parameters or flapping the emulated
devices.

Run the test in both PTP multicast mode and PTP unicast mode.

Results Analysis

The measured Correction Factor Error should be less than the DUT specification or less than
the requirements of the target system or network, under all conditions that might be expected.
Generally, the Correction Factor error should be less than a few hundred nanoseconds;
however, this varies depending on the application of your DUT.
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Conclusions

Correction Factor Error contributes to the time offset experience by each Slave Clock in a
system.

The application’s timing synchronization requirements will determine the maximum time offset
permitted at each Slave Clock. If Transparent Clocks are used in the system, then some of this
maximum time offset must be budgeted or allocated to Correction Factor Error. However,
multiple Transparent Clocks are likely to be used in a real network, so the permitted Correction
Factor Error of any single Transparent Clock must be reduced according to the maximum
number of TCs expected to be cascaded.
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Test Case: ESMC Best Reference Port Selection by Using IxNetwork

Overview

ESMC uses the Synchronization Status Messages (SSM) PDU, which runs directly over
Ethernet. The SSM PDU is essentially a ’heartbeat’ message, which provides a continuous
indication of the clock quality level. The default message period is usually one per second that is
within the requirements of the IEEE 802.3 Slow Protocols, which cannot exceed 10 per second.
To minimize the effects of wander that may occur during holdover, an Event type message with
a new SSM quality level is generated immediately. The SSM code contained in the Quality
Level (QL) TLV represents the free-run accuracy of the clock that is currently the clock source of
the synchronization trail.

As a reference, Network Level SSM is defined in the G.781 specification.

IEEE assigned OUI and Slow protocol subtype

Organizational Specific Identifier | OX0019A7

Slow Protocol Subtype 0X0A

ESMC PDU format

Octet number Size Field
1-6 6 octets | Destination Address =01-80-C2-00-00-02 (hex)
7-12 6 octets | Source Address
13-14 2 octets | Slow Protocol Ethertype = 88-09 (hex)
15 1 octets | Slow Protocol Subtype =0A (hex)
16-18 3 octets | ITU-OUI = 00-19-A7 (hex)
19-20 2 octets | ITU Subtype
21 4 bits | Version
1 bit | Event flag
3 bits | Reserved
22-24 3 octets | Reserved
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Octet number

25-1532

Size Field

36-1490 octets

Data and Padding (See point J)

Last 4

4 octets

FCS

QL TLV format

8 bits

Type: 0x01

16 bits

Length: 0x04

4 bits

0 (unused)

4 bits

SSM code

SSM Quality Level Codes

QL Code interpretation for Synchronous

SSM QL Code Ethernet G.8274, gnd eagh G.781 Ixia Label for
Synchronization Philosophy decodes/encodes

Dec Bin [Hex|G.8274 Option | |Option Il |Option 1l

0 |0000/00 |- QL-INVO |QL-STU |QL-UNK  |QL-STU/UNK

1 |000101 | QL-INV1 |QL-PRS |QL-INV1 |QL-PRS

2 |0010/02 |- QL-PRC  [QL-INV2 [QL-INV2 [QL-PRC

3 |001103 | QL-INV3 |QL-INV3 |QL-INV3  |QL-INV3

4 |0100(04 |- QL-SSU-A [QL-TNC  |QL-INV4  |QL-SSU-A/TNC

5 |0101/05 | QL-INVS  |QL-INV5  |QL-INVS5  |QL-INVS

6 [0110/06 |- QL-INV6 [QL-INV6 |QL-INV6  |QL-INV6

7 011107 |- QL-INV7 |QL-ST2 QL-INV7  |QL-ST2

8 [1000/08 |- QL-SSU-B [QL-INV8 |QL-INV8  |QL-SSU-B

9 [1001/09 | QL-INV9  |QL-INV9 |QL-INV9  |QL-INV9

10 |10100A |QL-EEC2 |QL-INV10 |QL-ST3 QL-INV10 |QL-EEC2/ST3

11 |10110B |QL-EEC1 |QL-SEC |QL-INV11l |QL-SEC QL-EEC1/SEC
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QL Code interpretation for Synchronous Ixia Label for
SSM QL Code Ethernet G.8274, and each G.781
- . decodes/encodes
Synchronization Philosophy
12 |11000C |- QL-INV12 |QL-SMC |QL-INV12 |QL-SMC
13 |1101|0D QL-INV13 |QL-ST3E |QL-INV13 |QL-ST3E
14 |1110[0E QL-INV14 |QL-PROV |QL-INV14 |QL-PROV
15 [1111[0F QL-DNU  |QL-DUS |QL-INV15 |QL-DNU/DUS
Objective

The purpose of this use case is to verify that the DUT correctly selects the source reference port
with the best reported Quality Level (QL).

The SSM code contained in the QL TLV represents the free-run accuracy of the clock that is
currently the clock source of the synchronization trail. Specific bounds on the processing times
of messages are defined in G.781.

When a network element is operating in the QL enabled mode, the protocol generation and
reception must meet the criteria below in ITU-T G.8264 section 11.3.2.1 and 11.3.2.2
respectively. The synchronization selection function in Annex A of G.781 has been modeled by
using SDL descriptors. The critical aspects of the algorithm are based on the input quality level
of each of p inputs (that is, QL[p] in G.781). The output QL, QL_out, is the SSM code that is to
be transmitted on output ports of the NE. G.781 describes cases where DNU is applied instead
of the active quality level. Note that Annex A of G.781 is normative; it describes the network
equipment behavior. It does not necessarily mandate a specific implementation.

Synchronization Status Messages are required to allow the downstream element that requires
synchronization to know the quality of the upstream clock.

The synchronization message shall be ‘pushed’ from device to device that supports
synchronous Ethernet. At each device that supports Synchronous Ethernet, the message shall
be processed and acted on. The message set shall then be remade and passed to the next
downstream element.

To test this algorithm, the three test ports connected to the DUT will be configured to be one of
a high value, one of a low value, and one to Do Not Use as follows:

e Test Port 1: QL-PRS (Primary Reference Source)
e Test Port 2: QL-DNU/DUS (Do Not Use, lowest option)
o Test Port 3: QL-ST2 (lower level than PRS)
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The expected behavior is for the DUT to select the reference port connected to Test Port 1
advertising QL-PRS.

NOTE: It is important to know how the DUT ESMC algorithm has been implemented and select
the appropriate QL as found in the SSM Quality Level Codes table.

Setup

The following figure demonstrates the physical setup of the test bed:

DuTt
lg’ersecond lperf_econd 1 per second 1 per second

. —
1y MEm 0 D2
D3
lp_e’r second 1 per §<_econd
3 Ea BER)
p
Clock Quality Legend
GEAE @EEm) Highest
GEa
EEm]
GAT] [T Lowest
(| GAR EEH) DNU-

Figure 59. Test topology and SSM PDU exchange
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Step-by-Step Instructions
Use the following procedure for this test case:

1. After connecting to the Ixia chassis and reserving three ports, run the Protocol Wizard to
Configure ESMC:

a. Start the Protocol Wizard by using the button on the top toolbar, select ESMC
under Auth/Access Hosts and click Run Wizard.

¥, Protocols Wizards

ixN Protocols Wizards ES

Select aWizard Run wizard |

GPE ;l
O5PF
OSPFw3
151546
L2515
BGP/BGP+
Multicast
Multicast WP
S5TP

MSTP
CFMA 1731
LaCP
FEB-TE

Ixia Port

i o e e e e

C
>

T
]
=
=

B~ Authséccess Hosts/DCE
IF v/ BMCP e ESMC

DHCP Client v AHCP : 55M Clock Quality Level
PPPX v/ SMCP
L2TF w/ RADIUS 7
DHCFEFDoPFFR IXIA
DHCPYEFDAL2TR
FCoE/FC Mode
DCEX

A
A

4

#Ports= » Connected Interface

Close I Help
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b. Inthe next screen, select the ports that you want to enable ESMC on.

ESMC Wizard - Port Group Selection - Name E3

Ixia Port

ESMC
MAC  aabbioc:00:00:00 S5M Clack GUU“I}‘ Level

A
k4

a7 .
X1A

#Ports= 3 = Connected Interface

Select Port Group(s) For 'Wizard Configuration

Enable Port Group Descripkion

1 10,200,134,42:02:11-Ethernst
z 10,200, 134,42:02: 12-Ethernet
T o {10,200, 134,42:02: 13-Ethernst

Screen# 1of 5 [ Mext > | | Cancel | | Help
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Test Case: ESMC Best Reference Port Selection by Using IxXNetwork

In the next screen, select the ESMC configuration options. Start with the Quality level
of QL-PRS. PRS is Primary Reference Source, which is one of the highest Quality

Level options.

ESMC Wizard - ESMC Blackbook test 1 [ x|

Ixia Port
ESMC
MAC:  aachbecc0000: 00 S5M Clack GUUHW Level
XA
#Ports= 3 = Connected Interface

ESMC Configuration

Quality Level

Rate Per Second

Flag Mode Auka [

Cancel | [ Help [

Screen # Zof 5 < Barck | Mext = | |

d. Inthe next screen, configure the MAC address information.

MAC Configuration

First M&C Address aa:bbicci00:00;00

Increment By 00;00;00;00:00;01

Range Increment Step a0:00:01:00:00:00
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Test Case: ESMC Best Reference Port Selection by Using IxXNetwork

e. The next screen is dedicated for (optional) VLAN Configuration. Note: VLAN is not
typically configured with ESMC.

f. Inthe next screen, select the name of the configuration, click Generate and
Overwrite select All protocol stacks, and then click Finish to complete the protocol
wizard.

{* Generate and Overwrite Identical protocol stacks [v]

Identical protocol stacks

Identical and incompatible protocol stacks
all protocol stacks

Tip: Name this configuration profile for the wizard and it will be available in the list the
next time this wizard is selected. Double click the name to open the configuration profile
in the wizard.

g. Click Close on the Protocol Wizards screen. Click Auth/Access Hosts/DCB in the
Test Configuration list. Next, select the MAC/IP w/Auth folder. ESMC will be the
enabled ports under the MAC w/Auth folder. Click the MAC/VLAN tab on the
upper right, and then the lower ESMC tab will show the ESMC configuration.

Close

[+ 2. Protocols
| ufa Routing/SwitchingfInterfaces

: :2 AuthjAccess Hosts/DCB

@ Traffic Groups

-] MACAP w/ Auth
-] DHCPAPD we Auth
-] Static 1P w/ Auth
10.200.134.42:02:11 -Ethemet - Unconfigured
: 10.200.134.42:02:1 2-Ethemet - Unconfigured
10.200.134.42:02:1 3-Ethemet - Unconfigured
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Test Case: ESMC Best Reference Port Selection by Using IxXNetwork

| Diagram | MacLAN |
|‘ Port Group MName = |
Parent Mame | Enabled | Mame | Skatus CQuality Level Rate Per Second Flag Maode MAC Mame
El [ » || B | 10.200.134.42:02:11-Ethernet
1 ESMC-4 ESMC-R4 Uncorfigured QL-PRS 1 Auto MAC-R4
E [ » |[ ® | 10.200.134.42:02:12-Ethernet
2 ESMC-S ESMC-RS Uncorfigured QL-PRS 1 auto MAC-RS
E [ » |[ ® | 10.200.134.42:02:13-Ethernet
3 ESMC-6 ESMC-R6 Uncorfigured QL-PRS 1 ko MAC-RE
BEEVX
LAl mac | vanf| esmc ||
2. Configure the Quality Level as follows:
a) Test Port 1: QL-PRS (Primary Reference Source)
b) Test Port 2: QL-DNU/DUS (Do Not Use, lowest option)
c) Test Port 3: QL-ST2 (lower level than PRS)
|' Diagram || A L AN |
|f Park Group Mame |
Parent Mame | Enabled | Mame ‘ Skatus Cuality Lewel Rate Per Second Flagode MAC Mame
E [ » |[ ® | 10.200.134.42:02:11-Ethernet
3 ESMC-7 ESMC-R? Unconfigured QL-PRS 1 Auto MAC-R10
E [ v |[ ® | 10.200.134.42:02:12-Ethernet
1 ESMC-G ESMC-RE Unconfigured QL-DNUJDUS 1 Auto MAC-R11
E [+ |[ ® ] 10.200.134.42:02:13-Ethernet
2 ESMC-3 ESMC-R3 Unconfigured QL-5T2 [+] 1 Auto MAC-R1Z2
CL-IMS
QL-55U-8 THC
QL-TMVS E|
QLT
QL-55U-B
QL-Thva
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Test Case: ESMC Best Reference Port Selection by Using IxXNetwork

3. Start the Protocol.

Right-click the folder and select Start All. This will start the protocols configured by

using the ESMC wizard.

500 MACAP w/ Auth

-] DHCP/PD wi Auth
I:| Static IP w/ Auth
E‘ 10,20 Expand Two Levels -
E 'IEI:EE Expand Al o
D ODHCPGe  —ollapse Al
I';'I[::| [ ata Center B T |
&-[_3 FC Client
: ) Skap All
-] FCoE Clie b I
B[ FOoE Fon  ort A
= Clear Stats
Zuskomn Stack —

Tip: Click Start All Protocols on the top toolbar to start ALL protocols configured at the

same time.

Gl

Tip: ESMC can be started by using the play buttons in the configuration grid.

| Diagram || MACIYLAN |

|' Port Group Name = |

Fevem—iarm | Enabled | Mame | Skatus Qualicy Lesel Rate
M [ |[|® | 10.200.134.42:02:11-Ethernet
& ESMC-7 ESMZ-R7 Unconfigured QL-PRS
B [ % |[|® | 10.200.134.42:02:12-Ethernet
1 ESMC-8 ESMC-RE Unconfigured GQL-DHUDUS
B [ |[|® | 10.200.134.42:02:13-Ethernet
z ESMIC-9 ESMC-R2 Unconfigured QL-3TZ

Once up and running successfully, the Status should be "Transmitting’ on the ESMC
bottom navigation tab.
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Test Case: ESMC Best Reference Port Selection by Using IxXNetwork

4. Verify the Protocol by using the Statistics Viewer.

Click Statistics in the GUI navigation, and then select the Protocol Summary view
under Protocols to verify that the sessions are successful.

[ Statistics

W s e
=) Protocals (Tokal: 4)

== H

E+-_‘| Cverview (Tokal: 2)
FEE:ESMIC Per Session

§88 | Protocal Summary
[H TP-Authenticate (Tokal: 0)

ﬂ Protocol Summary

Stat Name Sessions Initiated | Sessions Succeeded | Bessions Failed
1 ESMC 3 3 ]

Results Analysis

The DUT should do the following:

Recognize that QL received on D1 (QL-PRS) is the highest quality reference that it can

see (verify on the DUT).

Select the port from T1 as its reference port and physically switch to use the recovered
clock from that port to drive its internal clock and hence, all output line clocks (verify on

the DUT).

Change to advertising QL-PRS quality to all downstream ports except the port that it is

receiving QL-PRS on, which should be sending QL-DNU/DUS (verify in IxXNetwork
StatViewer).
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Test Case: ESMC Best Reference Port Selection by Using IxXNetwork

ﬂ Protocol Summary

Stat Name Sessions Initiated | Sessions Succeeded | 5§

1 ESMC 3 ]
Show wigw as Floaking

ShowHide Crverview

Display wiew as Chark
Hide wiew

Shiow 3

Insert Row

Insert Calurmn

Insert Farmula Column
Edit: Custom Cellis)
Delete Row

- v v v

Delete Colummn

Define Alert, .,
Edit Alert. ..
Remoyve Alert

Add ko) Custom Graph

Crillown Per Range

DrillDawn Per Session

ﬂ ESMLC Per Session :
Statk Name & || Rx last quality ||R:-|: total messages | F
1 10,200,134, 42/ CardzPork11 - 200000 R DMUDUS 513
2 10,200,134, 42/Cardz/Part12 - 400001 Rx PRS L13
3 10,200,134 .42/ Cardz2/Port13 - A00000] Fx PRS g1z

Conclusions

Using the IxNetwork ESMC emulation, you can send SSM PDUs with different Quality Levels on
each port and ensure that the DUT selects the best reference port QL, and then advertises it to
downstream ports. It is also important to verify that it transmits QL-DNU/DUS to the port that it is
receiving the best Quality Level from.

The Best Reference Port Selection process is described in G.8264/Y.1364 section 11.3.2.
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Test Case: ESMC Port Switching by Using IxNetwork

Test Case: ESMC Port Switching by Using IxNetwork

Objective

The purpose of this use case is to verify that the DUT correctly switches its reference port
selection when the best reported Quality Level (QL) has changed.

This test simulates an upstream clock change because of a network reconfiguration, outage, or
recovery. It could also be because of an upstream device switching its clock source (for
example, because of a GPS failure).

To test this algorithm, the three test ports connected to the DUT will be configured to be one of
a high value, one of a low value, and one to Do Not Use as follows:

e Test Port 1: QL-PRS Changed to QL-ST2
Test Port 2: QL-DNU/DUS (Do Not Use, lowest option)
e Test Port 3: QL-ST2 Changed to QL-PRS

The expected behavior is for the DUT to change the selected reference port connected from
Test Port 1 to Test Port 3 advertising QL-PRS.

Note: It is important to know how the DUT ESMC algorithm has been implemented and select
the appropriate QL as found in the SSM Quality Level Codes table.

Reference standard ITU-T 11.3.2 and Annex A.

Setup

The following figure demonstrates the physical setup of the test bed:

Clock Quality Legend

EAE EEEE Highest
GED OEm

mmT
W (I35 Lowest
EER EEm 0N

Figure 60. Test topology and SSM PDU exchange with the QL changed on Test Ports 1 and Test Ports
3
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Test Case: ESMC Port Switching by Using IxNetwork

Step-by-Step Instructions
Use the following procedure for this test case:
1. Starting with the running configuration from ESMC Test 1, on the ESMC tab of the
configuration, change the Quality Level of Test Port 1 to QL-ST2 and the Quality Level of

Test Port 3 to QL-PRS. Click the green check icon to commit the changes. (This change
will be applied on the fly without requiring a stop/start of the running protocol.)

Disgram | macLan |

|' Fart Group Mame + |

Parent Mame | Enabled | Marne | Status Quality Level Rate Per Second Flag Mc
B [ » |[ & | 10.200.134.42:02:11-Etherne

1 *  EsMc ESMC-RL Transmitting| QL-5T2 1 Auto
B [ » | [ B | 10.200.134.42:02:12-Ethernet

2 ESMC-2 ESMC-RZ Transmiting  CL-DMUJDUS 1 Auto
E [ » |[ & ] 10.200.134.42:02:13 Etherne

3% ESMC3 ESMC-R3 Transmiting| [oLPRS — [+] 1 Auto

QL-TNY3 ‘E ‘
L-5510-8/TNC B
QL-INVS
QL-TNVE
QL-5T2

+ - EFx

all || mac || wian || Esmc |

Results Analysis
The DUT should do the following:

* Recognize that QL received on D3 (QL-PRS) is now the highest quality reference that it
can see (verify on the DUT).

» Select the port from T3 as its reference port and physically switch to use the recovered
clock from that port to drive its internal clock and hence, all output line clocks (verify on
the DUT).

* Change to advertising QL-PRS quality to all downstream ports except the port that it is
receiving QL-PRS on, which should be sending QL-DNU/DUS (verify in IXNetwork
StatViewer).
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Test Case: ESMC Port Switching by Using IxNetwork

ﬂ Protocol Summary

Stat Name Sessions Initiated | Sessions Succeeded | 5

1 ESMC K 3
Shiow wiew as Floating

ShowHide Cwverview
Display wiew as Chark
Hide wiew

Show 4

Insert Row

Insert Colummn

Imsert Farmula Ealummn
Edit Custam Cell{s)
[elete Fow

¥ v v ¥

Delete Column

Define Sletk. ..
Edit Alert, ..
Remove Slert

Add ko Custom Graph

ﬂ ESMC Per Session

Stat Name iy Rx last quality | Rx total messages
1 10.200.134 .42/ Card2/Port11 - 20000 Rx PRS 419
2 10,200,134 .42/ Card2/Port 12 - 40000 Rx PRS 419
3 10.200.134 .42/ Card2jPort 13 - 60000 R DMUSDUS 419

Conclusions

IXNetwork ESMC emulation can be configured to send SSM PDUs with different Quality Levels
on each port and ensure that the DUT selects the best reference port QL, and then advertises it
to downstream ports. As a secondary test, the Quality Level can be changed, simulating a
network change, and it can be validated that the DUT is able to switch selected reference ports.
It is also important to verify that it transmits QL-DNU/DUS to the port that it is receiving the best
Quiality Level from.

The Best Reference Port Selection process is described in G.8264/Y.1364 section 11.3.2.
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Test Case: ESMC Failover (5-Second Rule) by Using IxNetwork

Test Case: ESMC Failover (5-Second Rule) by Using IxNetwork

Objective

The purpose of this use case is to verify that the DUT correctly implements the failover 5-
second rule.

From the ITU-T Standard G.8264 section 11.3.2.2 QL Reception:

The QL state, QL_out is used by synchronization selection algorithm described in G.781(see
G.781 Annex A). For Synchronous Ethernet, the slow protocol used for the transmission of the
SSM code relies on the use of a 'heartbeat’ timer. ESMC Information PDUs are sent periodically
at a rate of one PDU per second. Lack of reception of an ESMC Information PDU within a five-
second period results in the QL being set to DNU.

The default (initial) value for the QL is DNU and must only change when a valid QL TLV is
received.

On reception of an Event TLV, the QL state is changed to the new QL value, and the
information timer is reset.

If the NE is operating in QL enabled mode and no QL TLV is received within a five-second
period, the QL state is set to DNU. The synchronization reference is now subject to a wait to
restore period as defined in G.781.

This test simulates a failure where the primary reference port stops receiving ESMC PDUs and
after five seconds will set it to DNU and switch to the next best reference clock port.

To test this algorithm, the three test ports connected to the DUT will be configured as follows:

e TestPort1: QL-ST2
e Test Port 2: QL-DNU/DUS (Do Not Use, lowest option)
e Test Port 3: QL-PRS Change rate of SSM to 0

The expected behavior is for the DUT to change the selected reference port connected from
Test Port 1 to Test Port 1 advertising QL-ST2 after the five second timeout.

Note: It is important to know how the DUT ESMC algorithm has been implemented and select
the appropriate QL as found in the SSM Quality Level Codes table.

Reference standard ITU-T 11.3.2 and Annex A.

Setup

The following diagram demonstrates the physical setup of the test bed:
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Test Case: ESMC Failover (5-Second Rule) by Using IxNetwork
1 persecond 1 per second DUT 1 persecond 1 per second

“1 - i
(ESTi1 M) (W i
—

1 per second | per second

_ . i

=] Clock Quality Legend
GEmE [@EET Highest

D3

,

Figure 61. Test topology and SSM PDU exchange and the rate of the SSM on Test Port 3 will be
changed to O

Step-by-Step Instructions
Use the following procedure for this test case:

1. Starting with the running configuration from ESMC Test 2, on the ESMC tab of the

configuration, change the Rate Per Second of the SSM on Test Port 3 from 1 to 0. Click

the green check icon to commit the changes. (This change will be applied on the fly
without requiring a stop/start of the running protocol).

Diagram | MACHYLAN

|' Port Group Mame - |
Parent Mame | Enabled | Mame | Status Quality Level Rate Per Second Flag Mods MAC Mame
= [ |[ & | 10.200.134.42:02:11-Ethernet

1 ESMC-1 ESMC-R1 Transmitting QL-5T2 1 Auta MAC-R1
= [ |[ & | 10.200.134.42:02:12-Ethernet

2 ESMC-2 ESMC-R2 Transmitting  QL-DNUJDUS 1 Auta MAC-RZ
= [ » |[ & | 10.200.134.42:02:13-Ethernet

3 % ESMC3 ESMC-R3 Transmitting QL-PRS N MAC-R3

il
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Test Case: ESMC Failover (5-Second Rule) by Using IxNetwork

Results Analysis
The DUT should do the following:

* Recognize that it stopped receiving QL messages on D3 and after five seconds, switch
over to the second best QL that is being received on D1(QL-ST2) (verify on the DUT).

* Change to advertising QL-ST2 quality to all downstream ports except the port that it is
receiving QL-ST2 on, which should be sending QL-DNU/DUS (verify in IXNetwork

StatViewer).
ﬂ Protocol Summary
Stat Name Sessions Initiated | Sessions Succeeded | S
1 ESMIC K 3

Shiow wigww as Floating
Shiow/Hide Cverview
Display wiew as Chatt
Hide wiew

Shiomw 3

Insert Riow

Insert Calurmn

Insert Fatmula Colurm
Edit Custam Cellls)
Delete Fow

- v v W

belete Column

Define Alerk, .,
Edit Alert. ..
Remoyve Alert

&dd|Ea Custon Graph

Drillliavwn Per Range

ﬂ ESMLC Per Session
| |
Stat Name Fiy Rx last quality | |R
1 10.200.134. 42/ Card2fPort1l - 200... R DMUDUS
2 10.200.134.42/ardz/Port1 2 - 400000 Rx 5T2
3 10,200,134, 42/ CardzPork 13 - 600000 Rx5T2
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Test Case: ESMC Failover (5-Second Rule) by Using IxNetwork

Conclusions

IXNetwork ESMC emulation can be configured to send SSM PDUs with different Quality Levels
on each port and ensure that the DUT selects the best reference. It also has the ability to
perform negative testing such as changing the SSM rate to 0 messages per second simulating a
failure scenario. This provides the ability to test the failover (5-second rule) as defined in
(G.8264. After the five seconds, the DUT should select the best QL and advertise it to
downstream ports.
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ESMC Test Variables

ESMC Test Variables

Additional Test Cases

SSM decode and analysis
Validate SSM PDU generation
Reference port flapping

Slow Protocol interaction
Negative test — SSM PDU
Negative test — SSM flood

SSM saturation

SSM received PDU rate

Egress QL matches configured QL
Egress QL matches ingress QL
Quality Level change propagation
Multiport stress test

Performance under load

Clock synch and jitter (requires other testers)
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Testing Ethernet Synchronization Clock Quality

Testing Ethernet Synchronization Clock Quality

Synchronization over Ethernet networks may carry synchronization data such as timestamps
within the packets themselves, or they may use the Ethernet physical layer clock for
synchronization directly. Emerging networks use a combination of both methods. Inaccuracy in
the time and frequency synchronization may result from packet-layer impairments such as PDV,
physical-layer impairments such as temperature changes, or combinations of both. For this
reason, it is critical to test the quality and performance of the clock synchronization when the
network or device is subjected to the types of impairments expected in the real world.

Standards Testing

The ITU-T and other organizations define standards for testing and implementation of timing
and synchronization over Ethernet networks. Testing according to these standards is often
required to bring equipment to market, or to ensure interoperability of various network
equipment and the networks where they will operate. As these next-generation networks
continue to grow, the need for guidance from the standards bodies increases in importance.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Overview

In a packet-based timing network, PDV in the network affects the ability of the slave device to
recover a physical clock accurately. The quality of clock recovery by the slave in the presence of
this type of impairment must be measured.

The Ixia Anue G.8261 and MEF-18 test suites for the Ixia Anue 3500 are specifically designed
for evaluating the clock recovery performance of Circuit Emulation (CES) and Timing over
Packet (ToP) solutions under a variety of real-world network conditions. The G.8261 test suite
covers all 17 test cases and their various iterations as defined in ITU-T G.8261 (2008) Appendix
VI. The MEF-18 test suite covers the eight test cases found within section 6 'Synchronization’ of
the MEF-18 test plan, which calls for the creation of Packet Delay Variation (PDV) scenarios.
ToP technology (including CES) is very sensitive to the PDV and loss conditions found in packet
switched networks. Therefore, it is critical to verify the performance of the clock recovery
algorithms found within these devices against real-world PDV and loss conditions before
deployment.

ITU-T G.8261 Appendix VI suggests that one way to accomplish this is to build a mock network
in the lab. However, these mock networks have many shortcomings, which are overcome by
using network emulation technology to create the PDV and loss conditions required for testing.
Emulation is far more accurate, repeatable, and flexible compared with building a mock network.

The Anue G.8261 and MEF-18 test suites precisely recreate the PDV and loss conditions
produced for each ‘network scenario’ (humber of switches and disturbance load characteristics)
described within each ITU-T G.8261 (2008) and MEF-18 test case.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

ITU-T G.8261

ITU-T G.8261 specifies network wander limits for ToP (for example, IEEE 1588) or CES across
an NGN packet based network. G.8261 (2008) describes 17 test cases within Appendix VI as a
guideline to the industry for evaluating the clock recovery performance of both CES and ToP
solutions. See Table 1 later in this book for a list of test cases. Metrics such as TIE, MTIE, and
frequency accuracy are measured during testing for validation against G.823, G.824, and
G.8261 requirements. Figure 2 shows the mock network described within G.8261 Appendix VI,
which includes 10 Ethernet switches connected in series with disturbance load traffic
generators. With the Ixia Anue 3500, network emulation replaces the 10 Ethernet switches and
disturbance load traffic generators, and the timing measurements are made in real-time during

the test.

Reference Timing Signal (PRC)

(1)

G

Packet e
Delay '
Vanation ’:?gﬂgg
* The Reference Y Y
Timing Signal
(PRC) s used to Test Test
represent the Equipment Equipment
TDM service
clock i
Y R C R PR S
CE(TDM ' ! ' 1 H
o SR a4 14 a0 o 4 R oo o
_,-.:_1 --------- T 15,--- ---I_i_-‘ ---------------- : ------ [ FE or GE S|gna
genertor) | Tp 6E R [ = *Ir ! S —
clefence int 3
point 1 ‘ point 2 -
.
1
1

signal Reference +
1
]
i

Traffic Generator

Figure 62. ITU-T G.8261 Test Diagram — 10 switches in a Mock Network

By using an Ixia Anue 3500 Network Emulator in place of the Ethernet switches as defined in
the G.8261 Appendix VI Test Topology diagrams, tone can test against more realistic delay
variation profiles and also create a highly repeatable test methodology.

MEF-18

Metro Ethernet Forum’s MEF-18 defines abstract test procedures to verify that TDM services
such as DS1, E1, DS3, and E3 that are transported over CES can be delivered with the required
minimum output jitter and wander. MEF-18 certification testing is conducted by an officially
endorsed test lab, and that lab uses network emulators running the Anue MEF-18 test suite. It is
therefore advantageous for companies to pre-test their systems with the same test set up before
formal MEF-18 certification testing. Table 1 contains a list of the test cases.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

R
S5 |
CESOETH Impairment CESOETH Jitter/\Wander
DUT *A" Generator DUT “B" Analyzer
Analyzer
Figure 63. EF-18test bed as shown in MEF-18 test plan

Description

Static Packet Load

Sudden large network load changes —

80 % to 20 %
Slow long timescale changes in

network load — 1 % steps, 20 % to 80

%

Temporary network outages (10s

shorter outage)

Temporary network outages (100s

longer outage)

6.4 100 sec outage and TM2

Test Case 4 (VI.3.2.5)

Temporary 100 % network
congestion (10s shorter
disturbance)

6.5 10 sec disturbance and TM2

Test Case 5 (VI1.3.2.6)

Temporary 100 % network
congestion (100s longer
disturbance)

Route changes caused by network

failure (small change)

6.7 Bypass 1 switch and TM2

PN 915-2625-01 Rev F

MEF-18

"Test Case 6 — Synchronization’

NA
6.1 Only Traffic Model 2 (TM2)

6.2 Only TM2

6.3 10 sec outage and TM2

Temporary network outages
(100s longer outage)

6.4 100 sec outage and
T™M2

Test Case 4 (VI.3.2.5)

Temporary 100 % network
congestion (10s shorter
disturbance)

6.5 10 sec disturbance and
TM2

Test Case 5 (VI1.3.2.6)

Temporary 100 % network
congestion (100s longer
disturbance)

Route changes caused by
network failure (small
change)

6.7 Bypass 1 switch and

June 2014

ITU-T G.8261 Appendix VI

April 2008

Test Case 1 (VI.3.2.2)
Test Case 2 (VI.3.2.3)

Test Case 3 (VI.3.2.4)

Test Case 4 (VI1.3.2.5)

Temporary network outages
(100s longer outage)

6.4 100 sec outage and
T™M2

Test Case 4 (VI1.3.2.5)

Temporary 100 % network
congestion (10s shorter
disturbance)

6.5 10 sec disturbance and
TM2

Test Case 5 (VI1.3.2.6)

Temporary 100 % network
congestion (100s longer
disturbance)

Route changes caused by
network failure (small
change)

6.7 Bypass 1 switch and
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Description

Test Case 6 (VI.3.2.7)

Route changes caused by network
failure, 40 % load

6.8 Bypass 5 switches and TM2

Differential clock recovery method
with noise added

Differential clock recovery method
with temporary network congestion
Network disturbance load with 80 %
forward direction, 20 % reverse
Sudden large and persistent changes
in network load

Slow change in network load over an
extremely long timescale

Test temporary network outages

and restoration

Test temporary network congestion
and restoration

Route changes caused by network

failure, 40 % forward load and 30 %
reverse

MEF-18

"Test Case 6 — Synchronization’
T™M2

Test Case 6 (VI.3.2.7)

Route changes caused by
network failure, 40 % load

6.8 Bypass 5 switches and
T™™2

NA
NA
NA
NA
NA

NA

NA

NA

Table 1 Comparison of G.8261 (2008) and MEF-18 test cases

ITU-T G.8261 Appendix VI
April 2008

TM2

Test Case 6 (VI1.3.2.7)

Route changes caused by
network failure, 40 % load

6.8 Bypass 5 switches and
T™M2

Test Case 10 (VI1.4.2)
Test Case 11 (VI1.4.3)
Test Case 12 (VI.5.2.2)
Test Case 13 (VI1.5.2.3)
Test Case 14 (VI.5.2.4)

Test Case 15 (VI.5.2.5)

Test Case 16 (VI.5.2.6)

Test Case 17 (VI.5.2.7)

Details of these requirements are available in the following standards:

Recommendation ITU-T G.8261: Timing and synchronization aspects in packet networks

MEF-18: Abstract Test Suite for Circuit Emulation Services over Ethernet based on MEF

8
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Objective

(G.8261 testing is accomplished by measuring wander (low frequency phase variation) on the
recovered clock interface of the slave or Ordinary Clock (DUT), while the specified packet
impairment is applied inline between the Grand Master Clock and the Ordinary Clock. The Ixia
Anue 3500 and the Grand Master Clock are provided with a common reference clock; normally,
this is a clock signal sent to the 3500 from the Grand Master Clock over 2.048MHz BNC,
10MHz BNC, T1 BITS RJ48C, or E1 MTS RJ48C.

The testing is accomplished by measuring the recovered clock on the slave DUT while the
specified impairment is being introduced between the Grand Master and the DUT.

For additional details, see ITU-T G.8261, Appendix VI Measurement guidelines for packet-

based methods.

Host PC

Setup

100M/1G
Ethernet

Ixia Anue 3500
Frequency Reference - = Recovered Clock

e I
= e

PTP
Master Ethernet Ethernet

Timing Flow >

Figure 64. G.8261 Test Setup
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

1. Ensure that the Anue 3500 and the Grand Master Clock are connected to a common
frequency reference.

2. Configure a port-pair on the Anue 3500 for ’Inline’ mode, and if using 1G dual-media
ports, configure for the correct media type and speed (copper or fiber, 100M or 1G) by
using the Anue 3500 Control Panel Ports tab. Double-click the port that will be
connected to the Grand Master Clock’s Ethernet port. This brings up the Ethernet Port
Property dialog box.

3500 - admin@192.168.168.110 |
m Ports ~Port Settings
Port Port Port Configuration
/ m lﬁl_etworkfriﬁes 1D ’ Name Type Settings

. N -* bncl bnci BNC 10 MHz, 50 Ohms, Input
Double-clickthe port P bnc2 R -  Output
that will be used to add 1 bnc3 bnec3 BNC 50 Ohms, Output
impairmentbetween o boca lbncd Ohms, Output
the Master and Slave > & eth1 |eth1 Ethernet NG, Fiber, AutoNeg, Iniine
devices J=i 47— G, Fiber, AutoNeg, Inline

1 odh1 DS1E1 __ |E1(2,048Mbps). CRC4 CAS

~

"B Edit Port Pair & Ports - PP-A (3500 - admin@192.16

Cll

&wlvHE_Kl

b

—
Set the Port Traffic to
‘Inline’
1 Status
Port Traffic: Endpoint Last Update:  4:50:19 PM CST
Port#1 Status: @ Up - 100 Mbps
Reference Clock: |system Reference b Port#2 Status: @ Up - 100 Mbps
I Media Type: |Copper -
‘ Speed: |10m -
| ~Port #2
Configure the media Port ID: eth2 I
Port Name: eth2
type andspeed, as I
Description:
needed I
ff Auto-Negotiate: & On (" Off
Link Control: IUp j Link Control: IUp LI
Last Modified: 2012-02-28 7:25:49 AM CST by admin
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

3. Connect the Grand Master Clock’s Ethernet port to Eth1 and connect the Slave (DUT)
Ethernet port to Eth2 (use Xethl and Xeth2 for 10G). Note the port that is connected to
the Grand Master and the port that is connected to the Slave, to correctly configure the
Network Profiles.

3500 - admin@192.168.91.121 |

E Ports Port Settings \

m Port Port Configuration Double-clickthe

Network Profiles s

=l Name Type Settings

[T Frofestas bct BNC 10 MHz, 50 Ohms, Input selected port from the
bnc2 BNC 1PPS, 50 Ohms, Input

m e b s 51048 Mz, 50 Ohuns, Treast Ports tab of the Anue

- ey NG |1 PPS; 50 Ohms, Input 3500 Control Panel to

[::...] System ethl

view the Port

eth2

aih3

Properties dialogbox.

1GPS
pdh1 DS1E1 EEI(Z.MSM:‘DS), CRC4 Y
pdh2 DS1E1 [E1(2.048Mbps), CRC4 System Reference l

4. Connect the Slave’s recovered clock interface to the 3500 by using the appropriate
interface (BNC or PDH). Configure this interface to match the frequency and framing of
the DUT’s interface that is to be measured.

[ Edit BNC Port - bnc3 (3500 - admin@192.168.168.35)

/If usinga BNC \

BNC Port ID: bnc3
| PortName: [bnc3 interface, select
Desaiption: | ‘Receive’ for the port’s
Port Settings . ~Port Status Direction, and
Direction: @ Receive (" Transmit configure the

Receive Frequency: l[2.048 MHz frequency and

Ja]]d

Termination: [50 Ohms

termination.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

If usinga PDH \

(AL interface, select the

correct Line Rate for E1

or T1 operation, and

select the matching

Multi-Frame type from
the list.

" 1.544 Mbps (T1BITS)
(# 2.048 Mbps (E1MTS)
ocK ISyshemReference

pff: |CRC4 (PCM31CRC)

5. Select a Wander Measurer from the Anue 3500 Control Panel's Wander tab to measure
the recovered clock interface. Configure the Wander Measurer for the correct interface.

Licensed Ports (excudes disabled ports)

. Sample Rate Low Pass Filter
& Wi 2z Recovered Oodk brc2 1/30 sec 10.0Hz

o3 s Double-clicka'Wander:

Measurer,
L

connectedto-the-DUT-
recovered-clock:
interface.

For-most-tests,-select-a-
Sample-Rate-of-1/30-
sec-anda-Low-Pass:
Filter-of-10-Hz.

[T o]
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

6. Configure Network Profiles for each port used in the test to match the PTP packets.
Configure the classifier for PTP for each ethl and eth2.
Note: You must do this procedure for both the port connected to the DUT as well as the
port connected to the Grand Master Clock.

Network Profiles

_leth3

ethl
ethi

eth2
eth2
eth2
eth2
eth3
eth3

Double-clicka-profile-
for-ethlto-bring-:upthe:
Profile-Properties:
dialogbox.-Dothe-

same-for-eth2.

_/

Select the Enabled

check box.

- ethl/p 1 =

n@192.1

Profile: |Profile 1 vI

Enabled: V|

Name: [profile 1 Port: ethl Descrptlonl

-

. PTPv2Eth2

' &RTP
Select the PTPv2 over h MPLS

-

IPv4 check box for PTP
over UDP/IP. If using
PTP over Ethernet2
(layer2), select the
PTPv2 Eth2 check box.

¥ PTPv2 over IPv4 Settings

Ethertype: 0800 PTP Version: 2 IP Ver:

tocol: 17

_/

PN 915-2625-01 Rev F

LIt Select the PTPv2 over |PV4\
0P souce port: | Settings check box to select
Transport Spedific: | all PTP packets. If using PTP
s Control Field: | over Ethernet2, select the
S Clock Identity: | | PTPv2 Ethernet2 Settings
' check box.
Settings [~ PTP Flags \
June 2014
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

7. Load the impairments for the test case that is to be run.

| Anue 3500 Control Panel 1.1.0 (32
File Edit Help

Log Out Ctrl+L
System Ref: @Ready
Export Configuration... Ctrl+E
f K 3 Import Configuration... Ctrl+1
On the File menu, click e
Network playback in Network Playback...  Ctrl+B 'n
D /
the Anue 3500 Control e
bnc2
Panel. o
Noe , boce
Clear Configuration eth1
~ Clear System Alarms eth2
Exit eth3
eth4
GPS
pdh1
pdh2

Click-Add-Data-File-for-
Playback.

Click-Browse-to-browse-
tothe-AlTfile.

Data e | rofiets) | interval| Repeat | irposments |
Select the file containing the delay values to be used in playback:
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Ju TC13
|, Anue Systems -
|. Anue 3500
. G.8261 Test Suite v1.2

b am

Choose the required AIT file from
the installed location ofthe Anue
G.8261 Test Suite.

Note: The Anue G.8261 Test Suite must be installed on the computer before
running these impairments. The files are normally installed in the user folder, for
example, C:\users\username\Anue Systems\Anue 3500\G.8261 Test Suite
v1.2\AIT\TCnn, where 'TCnn’ refers to the test case. They are organized by
number. For example, for Test Case 17, load ‘TC17.’

For bidirectional tests, there will be a “_fwd” and a “_rev”file. Use the “_fwd” file
on the profile for the port connected to the DUT slave device, and use the “_rev
file on the profile for the port connected to the Grand Master Clock.

Once you have 1
selected the file, click I

7

Next > Finish Cancel |
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Choose the port and
| profile to which this
Data Fle Profie(s) | interval | Repeat | Impairments | impairment should be

Select the profile to which these delay va applied.
et <] [profie = N\

f the delavs are to be bidirectional, select the profile representing the reverse direction:
[ Bidrectional

* |meie1;|

If you would like the same
impairment to be applied in both the
directions, select the Bidirectional
check box, and then select the
reverse direction port and profile.

Click Next after you
have selected the
profile and the port.

<Back [l Next> | Fnish Cancel
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Data Fie | Profie(s) Interval | Repeat | Impairments |
How should the impairments be applied?

Iﬁ mmwwi 1 |muc3

" Change every [ 1 padket(s).

For Anue G.8261 Test Suite
impairments, use the default
interval of 1 msec.

Click Next after you have
selected the interval.

| concel

<o |[Feo]
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Data Fie | Profie(s) | Interval Repeat | Impairments |
Should the data in the file be played repeatedly?

Click-Repeat-forever.

r_CIitlc-Hlxt.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Select-the-Delay-check:
box.

ch imparments should be controlied by the playback fie?
[ Delay | (rhe delay values wil be read from the playback fie.)
['h'l.lltl'rud'iddwbrnfnchrufl L5

Dffse yby [ 0.
I|7 L each dela [ OAL5 jmn Select-the - Offset-each-delay-by-

Inrease delay valses below threshold to . arithe . & 3
r 0. 15ms for 100M and 0,015 for 16 or 10C] check-box-with-0.015-ms-specified
for-1G/10G-or-0.15ms-for-100M.-

[#oroo| (he playback fie wil control when the profie setl  Clearthe-other-check-boxes.

Selectthe-Drop-check:
box.

| Click-Finish-when-done.

PN 915-2625-01 Rev F June 2014 115



Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

A 100,000 of 100,000 samples have a delay setting that is smaller than can be accurately achieved for 100M.

Pt

Increase delay values below threshold to the minimum delay of 0. 15ms for 100M

If this message appears, clear the
check box, and then click OK.

8. The PTP Slave DUT may take up to an hour or longer to synchronize with the Grand
Master Clock. You can identify synchronization by monitoring the DUT’s recovered clock
TIE graph, and also by monitoring the user interface for indication of synchronization.

Licensed Ports (excludes disabled ports)

m Hamwe Drescriptios
‘Wander Transfer...

Force Step
[ Properties...

~~
Right-click the Wander

Measurer being used for the
Enter

DUT's recovered clock, then

click View TIE.
_/
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Test Case: G.8261 —

B TIE WM02 0n WGO02 (100Mh2) (35

Testing Timing over Packet (Ordinary Clocks)

A diagonal TIE graph
indicates a frequency
offset. The DUT is not in
sync with the master
during this time.

The TIE graph becomes a flat
line when the DUT has
achieved synchronization.

~Chart Ranges

D0 15:00 00:20:00 00:25:00
Time (since start)

Data Set
Measured:

Data Range: 35 ming 53 secs Visible Range: 35 mins 53 secs
Begin: March 7, 012 5: 1339 PMCST  Begin: March 7, 2012 5:13...

End: March 7, 2012 5:49:33PMCST  Enck

March 7, 2012 5:49...

Min TIE (ns): 0 Min TIE (ns): 0
Max TIE (ns): 23813611797 Max TIE (ns): 23813611797
TIE delta (ns): 2381361.1797 TIE delta (ns): 2381361.1797
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

9. After the DUT is in sync with the Grand Master, close the TIE window and restart the TIE
measurement.

Licensed Ports (excludes disabled ports)

o Name Description
Wander Transfer...

Force Step
[ Properties...

—~
Right-click the Wander

Measurer being used for the

Enter

DUT's recovered clock, then

click View TIE.
_/

Step-by-Step Instructions

1. View the MTIE and TDEV results, including the Pass/Fail results against the masks that
are applicable to your interface type by clicking MTIE/TDEV in the TIE graphical window.
") TIE WMO1 on binc3 (2.048 MHz) (3500 - admin(@ 192.165.168.110

TIE (nsec)
B b & U b bod i o

[
=

RER ||

00:03:00 00:04:00 00:05:00
Time (since start)

Chart Ranges Data Set
HMeasured:

Data Range: & mins 54secs
Begin: March 8, 2012 1:57:43 PM CST Click MTIE/TDEV to open the
End: March 8, 212 %:04:37 PM CST .

MinTIE(as)y  -12.1969 MTIE/TDEV window.
Max TIE (ns):  0.015% —
TIE delta (ns): 12.2125 TIE delta (ns): 12.2125
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

" I
—- VABHEE sl bl el i i ’/::_hn-n'se-a-MTlEma sk-that-
iy Bl S ) S o i i o g

i ’Eil, —————————————— i applies-to-your-interface
~|-:-1]'- LTETEIE type:from-the-pop-up
u-li- / menu.-Pass/Fail-results-will-

] heecgloulated-
1E-1 150 1E1 1E2 1E3
tau (sec) \ automatically.
[——MTIE imet) ——TOEV (raec) — — 6823 E1_POM_Se — — G222 ETPY

Select-the: Enable-MTIE-
check-box- to- do-MTIE-
measurements.

Choose-a-TDEV-mask-that-
applies-to-your-interface
type:from-the-pop-up-

Select-the-Enable-TDEV-
check-box-to-do-TDEV- menu.:Pass/Fail-results-will-
measurements. be-calculated:

I: automatically.

2. Play the impairment by using Network Playback while keeping the TIE window open
(recording TIE). You can also monitor the MTIE/TDEV results during the test.

On the File menu, click
Network Playback.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

@ stop A [ (&) Remove All |

Click Play All to begin Tait)
playback of the specified Dack: Pass 0 - Sample 0 of 1,800,000

impairment. yd on play.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Test Variables
Repeat the test with the following variations:

o Test with each G.8261 PDV profile applicable to your equipment, or alternatively, with
each MEF-18 impairment profile.

e Test each recovered clock interface according to the mask applicable to the interface, such
as G.823 for E1 and G.8262 for SyncE.

e Test each interface in multiple modes, such as T1 and E1 or framing modes.

e Test with the system in both PTP multicast mode and in PTP unicast mode.

e Test with the system in both one-step mode (which reduces the number of messages) and
in two-step mode.

e Test using varying sync and follow-up packet rates and different PTP profiles, if supported.

o Test multiple Ethernet speeds and on all supported interfaces (10G, 1G, copper/optical).

Test Variable using G.8261 Test Cases 1-17 with CES

Timing over Packet networks may use Circuit Emulation Services (CES). CES uses equipment
known as Interwork Framework devices (IWF) to transport TDM interface traffic such as T1 or
E1 across asynchronous Ethernet packet networks.

TDM circuits send traffic at a constant frame rate from one interface to the next. Because these
frames are sent at a constant known rate, it is not necessary to use timestamps to recover the
clock. While the CES traffic is synchronous by nature, the intervening Ethernet packet network
used for CES between the IWF devices is asynchronous, and therefore, the quality of frequency
synchronization must be tested. The IWF devices (DUT) may have physical clock interfaces or
may provide the clock along with data on the encapsulated TDM stream.

Testing of CES is essentially the same as PTP/IEEE 1588 testing with very minor variations,
mostly with regard to how traffic is classified. The testing is accomplished by measuring the
recovered clock or PDH interface on the slave DUT while the specified impairment is being
introduced between the master and slave IWF device.

1. Follow the test setup steps in 'Testing Timing Over Packet (Ordinary Clocks)’ with the
following variations:
Configure Network Profiles for each port used in the test to match the CES packets.
Configure the classifier for CES for each ethl and eth2. Note: You must do this
procedure for both the port connected to the DUTslave IWF as well as the port
connected to the Master IWF.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Gﬂuhle—click a profile
for ethl to bring up the
Profile Properties
dialog box. Do the

same for eth2.

—

Select the Enabled
check box.

Network Profiles

3

g

BERBRRREE

Select the CES, ECID &\
RTP Header Settings
check box to select the

Enabled: ¥ | Name: [profile2

CES packets. If using
CES with MPLS, select

W4 CES, ECID &RTP

CES, RTP with MPLS

, CES, RTP Head
W CES, ECID & RTP Header Settin ' eacer

Settings with MPLS.

J

Cemewe [ <[
¥ ECID Settings
eem:[ resevedecm: [ ][

¥ ces control Settings —}

RSYD: 0 L:|

Select CES, ECID & RTP
or CES, RTP with MPLS, | ™" | [ RTP Settings
whichever is tiings T I_ p: |_
appropriate for your F cc: I_ M:l_ senC Configure the CES
system. settings appropriately

j to match your CES

’I e Statistics traffic.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

Results Analysis

1. Each test case includes an impairment that is specified for a certain length of time, ranging
from a few minutes to several hours. The result data (TIE) must be collected during the
duration of the impairment. After the impairment for the particular test case finishes,
evaluate the frequency accuracy and stability in the MTIE/TDEV window. The graphs for
MTIE and TDEV are plotted against the selected masks and pass/fail indication is provided
for each mask that is selected.

Note: You must begin recording TIE data before you begin the impairment, and do not close the
TIE window for the duration of the test. After you close the TIE window, the Anue 3500 will stop
collecting the necessary TIE data for the results.

MTIE[TDEV

Choose a MTIE mask
that applies to your

interface type from

the pop-up menu.

tau (sec)
—+—MTIE {nsec) —=—TDEV [nsec) — — G823_E1 POH Sic — — G323 ) Pass/Fail results are
Chart Ranges MTIE calculated
I  Enable MTIE

|Gaz3_E1_POM_Sync =| PasseD Refresh

[-+sore-- =] mia
Collection Start Times  March §, 2012 2:33: 12 PM CST
Collection End Time:  March 8, 2012 3:33:37PM CST [~Hone-- =l wa

Choose a TDEV mask

Data Range: Wisible Range: ey

Min tau (sec): 003 Mintau(seck  0.03 that applies to your
Max taw (seck: 108L3F  Maxtou (seck 108134 .
Min MTIE (ns): 35867 MinMTIE(nsk  3.5867 ; interface type from the
Max MTIE (ns): 410703 Max MTIE (ns): 410703 .
Min TOEV (ns): 0.025  MinTOEV(nsk  0.0265 ~| passen pop-up menu. Pass/Fail
Hax TDEV (ns): 78 Mo TOEV 798

(o= (¥ Hene- S results are calculated

automatically.
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Test Case: G.8261 — Testing Timing over Packet (Ordinary Clocks)

2. Evaluate the maximum frequency offset. Typically, the frequency offset is measured in terms
of the MTIE value at a tau of 1 second. This can be evaluated in the MTIE/TDEV window by
clicking the cursor on the MTIE plot at the tau closest to 1 second (1.02 seconds).

the tau of ~1 second
(1EQ) to select the

sample. e, S o e i e S AR SR
tau (sec)

EV (nsec) — — G823_E1 POM_Sync — — G323_E1_PDH_Sync|

MTIE WV Unes [~ Shapes

¥ Enable MTIE

|6823_£1_POM_Sync ~| passip | | Refresh

[~tione- =1 na Refresh Intervak 1 sec

March 8, 2012 2:33:12PM CST I' = L] WA TIE sample rate:  1/30 sec

March 8, 2012 3:57:24PM CST
Visible Range: TDEV Data Set

0.03 Min tau (seck Measured: WMO1 on bc3 (2.048 MHz)

216266 Max tau (sec) Collection Status: RUNNING

40688  MinMTIE(ns): 4 [ Enable TDEV Size: 151,576
1022937  Max MTIE (as):

v || [EEEEERE] s sty ik
0.0252 Min TOEV (ns): 0. : 2048104z

Clock Frequency:
4.5208 Max TDEV (ns): I |

Sclected Sample
Collect the value for MTIE Tau (sec): 1.02
MYIE (ns): 4.7867
of the Selected Sample. TOEV (ns): —

The MTIE is indicated in ns (nanoseconds). Frequency offset is typically expressed in ppb (parts
per billion). The number of nanoseconds of MTIE at one second of tau is equivalent to ppb
frequency offset. So, for example, in this measurement, the frequency offset is 4.7867ppb.

The maximum frequency offsets are defined by the relevant standard, which applies to the
interface type. For example, ITU-T G.823 Table 14 defines the maximum frequency offset at
traffic interfaces for E1.

Conclusions

Testing PTP / IEEE1588 performance according to G.8261 is an important industry-accepted
standard that is critical to ensure network compatibility and interoperability.

PN 915-2625-01 Rev F June 2014 124



(G.8262 — Testing Synchronous Ethernet Equipment Clocks

G.8262 — Testing Synchronous Ethernet Equipment Clocks

As the demand for advanced mobile broadband services continues to increase, many network
providers and carriers are migrating their mobile backhaul networks from legacy synchronous
transports such as SONET/SDH and T1/E1 to Carrier Ethernet. To deliver synchronization
services, Synchronous Ethernet (SyncE) is increasingly being used, alone or in conjunction with
IEEE 1588 (precision time protocol, PTP). The need to test the providers’ services and
equipment on their new SyncE networks has emerged, and the ITU-T G.8262 standard provides
applicable tests to verify that SyncE equipment and applications function correctly under a
range of timing impairment conditions known collectively as 'wander.’

The Anue 3500 allows for comprehensive testing of Synchronous Ethernet (SyncE) as specified
in ITU-T G.8262:

Test Requirement

Wander Generation ITU-T G.8262 Section 8 ‘Noise generation’

Wander Tolerance ITU-T G.8262 Section 9 ‘Noise tolerance’

Wander Transfer ITU-T G.8262 Section 10 ‘Noise transfer’

Transients and Holdover ITU-T G.8262 Section 11 ‘Transient response and holdover
performance’

Wander Generation refers to the phase noise that is introduced by the DUT alone, that is, the
difference in phase between the input reference clock on the DUT and the SyncE recovered
clock on the DUT’s Ethernet output.

Wander Tolerance refers to the ability of the DUT to tolerate phase noise that is introduced by
the physical network present between two SyncE devices.

Wander Transfer refers to the phase noise present on the DUT’s input that is transmit to the
SyncE Ethernet output or slave clock.

Details of these requirements are available in Recommendation ITU-T G.8262 — Timing
characteristics of a synchronous Ethernet equipment slave clock.
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Test Case: Wander Generation

Test Case: Wander Generation

Overview

An EEC must produce minimal output wander when synchronized to an ideal reference. ITU-T
(G.8262 provides testing parameters for wander generated by the EEC.

Objective

This test measures the wander (phase noise) present on the DUT’s output when an ideal input
reference signal is supplied by the Anue 3500. The difference in wander present on the DUT'’s
output compared to the ideal input reference clock is the wander that is generated by the DUT.
The wander generated by the DUT is measured in terms of Maximum Time Interval Error
(MTIE) and Time Deviation (TDEV).

The measurement of generated wander MTIE and TDEV is performed by the Anue 3500, and
evaluation against the limits specified in ITU-T G.8262 is automatically performed and pass/fail
indication is provided by the Anue 3500 GUI.

For additional details, see ITU-T G.8262, section 8 Noise generation.
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Test Case: Wander Generation

Setup

Reference Clock
2.048MHz / 10MHz
/T1/E1

Ixia Anue 3500

Reference Clock
supplied to DUT -

T1/E1, 2.048MHz, or
SyncE

DUT SyncE Output
includes DUT-
generated Wander
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Test Case: Wander Generation

1. Connect and configure the Reference Clock Source.
2. Connect the DUT system Ethernet output to the Anue 3500 Ethernet port 1 (ethl) , and
configure by using the Anue 3500 Control Panel Ports tab. Double-click the port that will
be connected to the DUT EEC Master’s Ethernet port. This brings up the Ethernet Port

Property dialog box.

Double-click the port
that is used to measu
Wander from the DUT
Qutput.

3500 - admin@192.168.168.110 |
E Ports Port Settings
Port Port Port Configuration
m Network Profiles o Name T Setts
-+ bncl bncl BNC 10 MHz, 50 Ohms, Input
Profile Stats :
[H # bne2  |bnc2 BNC 50 Ohms, Output
# bnc3 | bocd BNC 50 Ohms, Output
2 bnca bocs ENC Ohms, Output
Le i ethi ethl Ethernet F, Fiber, Autoleg, Inline
| TR T BT 1G, Fiber, Autobleg, Inline
|9 ndh1 pdhl DSLEL E1{2,048Mbos). CRC4 CAS

Set-the-Port-Trafficto I

>

‘Endpoint.’

Last Modfied: 2011-10-14 11:03:54 AM CDT by admin

Auto-Negotate: (& On (~ Off

Link Control: IW 'l

Port #2
Port 1D:
Status:
Usage:
Port Name:

eth2

® Up ©3:43:11 PM CDT
Normal

eth2

Description: I

AutoNegotiate: & On  Off

Unk Control: lw - I
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Test Case: Wander Generation

3. From the Anue 3500 Control Panel Wander tab, configure the Anue 3500 for wander
measurement by double-clicking a Wander Measurer. This brings up the Edit Wander
Measurer dialog box.

~Wander Measurers

m Name Description Port Sample Rate

Select a Wander

Measurer

1/30 sec
_-v 3 | lfmsec

Select the recovered
clock for the port that
is connected to the
DUT SyncE output,

00 - adming®192.168.168.110]

¥ Low Pass Fiter

.

/"_

Hz.

e

For G.8262 wander
testing, select a Sample
Rate of 1/30 sec and a
Low Pass Filter of 10

09-07 3:44:43 PM CDT by LCD panel

Step-by-Step Instructions

1. The test begins when the configuration is complete.

Test Variables

Repeat the test with the following variations:

e Test multiple Ethernet speeds and on all supported interfaces (10G, 1G, and

copper/optical).

PN 915-2625-01 Rev F

June 2014 130



Test Case: Wander Generation

Results Analysis

1. From the Anue 3500 Control Panel Wander tab, open the TIE graph and MTIE/TDEV
results graphs.

Right-click the Wander \m19116&1ms|

Measurer and click

Vi TIE th Wander Measurers
iew on the =
i) Name Description Port
shortcut menu to bring K
up tl'ra TIE graph. F— View TIE...
o WHMO3 =
T View MTIE/TDEV... [Digpiay the TIE graph for th
| & System View Frequency Offset/Drift...
Start Recording
Stop Recording
[ Properties... Enter

Click MTIE/TDEV to
open the MTIE/TDEY
results window.

18:00:00 18:15:00 18:30:00 18:45:00 19:00:00 19:15:00 12:30:00 19:45:00 20:00:00 20:15:00
Time (sec since start)

~Chart Ranges | Data Set

Data Range: 2 hours 20 mins 5 secs Visible Ranges  2howrs 20m,.. | Device: WMOlonethi (128MHzre...
Begin: September 20, 2011 2:53:04 AMCOT  Begin: September 2... || Pl C:\Dos\EANTCI3.7. Jledit...
End: September 20, 2011 5:13:09 AMCOT  End: September 2,.. | Swe: 153178
sl o Min TIE (as): - Selected Sample
Max TIE (ns):  3.3102 Max TIE (ns):  3.3102 Tane:  —

TIE delta (ns): 4.5535 TIE delta (ns): 4.9585 TIE(nsk  —
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Test Case: Wander Generation

2. Evaluate G.8262 Option 1 by configuring the masks in the MTIE/TDEV Results Graph.

- FMTIE
éelect the EEC Option 1 [v Enable MTIE
MTIE mask from the pop- None— .ll N/A
up menu. G823 E1 PDH Sync  «| ysa
GE23_E1_Traffic
To test TDEV at the same G824_DS1_15ppb N/A
time, select EEC Option 1 G824 DS1_Sync
from the TDEV pop-up '3324 Ds1_Traffic

menkl.

HIR/TORY
163,
(1> e e
View-MTIE-and-TDEV-
plots-in-real-time.
|
PN
B oxE\ 2 x 2 X T X N A o A i M= D
tas (ms)
| MTIE (rwec) —— TOEV {neec) = = G262 _FEC_Cptl 08262 _EEC_Opts |
hart Ranges Ll Ovplay
¥ mable MTIE ¥ tres [ Supes

]

Collection Start Time:  September 20, 2011 25204 AM COT
Collexctson [nd Time: September 20, 2011 S 1309 AM COT

Refresh
TH sample rate:s 32000000

Dota Range: Visibde Range:
M taw (o) » Min tau () otV Data Set
Macx taw () 262658 Max taw (em) Device: WMO1onm o] (12994 recovered)
P MTHE () 0.302  Mn MTH (m) ¥ tnable TOOY Fle  CDOEANTCL 7. Yedtnd 37,3 TIE resitt ..
Max MTIE (s} 45 Max MTHE (ma ) Srex 210
Mo YOV (s 0014 M YOIV m W
Mac TOEV (05 ) 023 Max pare ML)

Tou(ms) -~

| | WA MR (o) -
TOIV (m)

Pass/Fail-results-are-
displayed-in-real-time.
-
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Test Case: Wander Generation

3. According to G.8262 Section 8, the measurement interval for TDEV measurement is 12
times tau, with a maximum tau of 1,000 seconds. Allow results to accumulate for 3h20m
(12,000 seconds) for a G.8262 compliant TDEV test result.

4. For MTIE results, the test should be conducted until the maximum tau value present in
the selected mask has a measurement value.

5. Evaluate G.8262 Option 2 by selecting the Option 2 masks as in Step 2-3. The Option 1
and Option 2 results can be collected at the same time and shown on the same graph.
Pass/Fail evaluation for both masks appear in real-time.

6. The Anue 3500 provides automatic and real-time pass/fail results in the MTIE/TDEV
graph window, both in graphical MTIE and TDEV format as well as simple pass and fail
indication. Results appear for up to three MTIE masks and three TDEV masks at the
same time.

7. When you close the TIE window, you are prompted to save the TIE data to a file. You
can save the data for later analysis.

Conclusions

ITU-T G.8262 provides requirements for testing noise generation for Synchronous Ethernet
clocks. These tests must be completed for Synchronous Ethernet equipment.
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Test Case: Wander Tolerance

Test Case: Wander Tolerance

Overview

The EEC is required to tolerate certain input wander conditions without causing a failure of
operation of the device. ITU-T G.8262 provides test parameters to evaluate the tolerance of an
EEC to input wander.

Objective

This test measures the DUT’s ability to tolerate the maximum level of wander (phase noise) that
may be present in the network without causing failure of the synchronization system.

The wander introduced to the DUT (input wander) must not cause any of the following:

e Alarms
e The clock to switch reference
e The clock to go into holdover

Input wander is specified in terms of Maximum Time Interval Error (MTIE) and Time Deviation
(TDEV).

For the wander tolerance test, wander is generated by the Anue 3500. Evaluation of passing
and failing is accomplished by observing the DUT alarms and clock status.

For additional details, see ITU-T G.8262, section 9 Noise tolerance.
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Test Case: Wander Tolerance

Setup

Monitor alarms,

Ixia Anue 3500 DUT clock status

DUT
Anue 3500 Ethernet

Output provides SyncE
ESMC with Emulated
Wander.

100M/1G/10G Ethernet
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Test Case: Wander Tolerance

1. Connect the DUT EEC Slave’s Ethernet input (100M/1G/10G) to an Anue 3500
Ethernet port (Optical or Copper, as needed), and configure by double-clicking the
selected port in the Anue 3500 Control Panel Ports tab.

2 @ 2500 - admin@192.168.168.46

& Ports Port Settings
5] network Profiles

Double-click the port
that will be used to add
wander connected to the

DUT. f’

@ E1(2.048Mbps), CRC4
@ E1(2.048Mbps), CRC4

Set-the-Port-Trafficto
Inline.

Port Traffic:
Reference Clodk:

Meda Type:

Set-the-Reference-Clock-to-
WGO01-(Wander-
Generator),-and-configure- Descrption:
the-Media-Type-and-Speed- AutoNegotate: & On () OFf
for-the-appropriate-
settings-for-your-DUT.
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Test Case: Wander Tolerance

2. Configure wander generation to add the specified wander with the Anue 3500 Control

Panel.

a. For EEC-Option 1, you can use Sinusoidal wander. Configure by using the Ixia
Anue 3500 Control Panel Wander tab.

_

Double-click "WG01'
Wander Generator. J

Click Table-driven.

—

Browse to the wander generation file
‘ANUE_G8262_TABLES_OPT1l.csv.’

~_

Data file: [L‘:'Users"ﬂrarr‘res‘l,ﬁme Systems\Anue 3500\wander \generation\AMUE_(G8262_TABLES_OPT L.csv _|
1) Open | b save | B add | i vos | B memove | E3 o | EB 00w | =

# [ Frequency Amplitude Settle Dwell Time Dwell Cycles

1 10 Hz 0.25 psec 0.0 sec 305 300 | &

2 5.065 Hz 0.25 psac 0.0 sec 39.5s 200

3 2.104Hz 0.25 psec 0.0 zec 47.55 100

4 0.13Hz 0.25 psec 0.0 sec im 17s 10

5 0.073 Hz 0.438 psec 0.0 sec m 17s ryid|l!

Start | sop |
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Test Case: Wander Tolerance

b. For EEC-Option 1 or EEC-Option 2, you may use the TDEV noise generation.
Configure by using the Ixia Anue 3500 Control Panel ‘TIE Playback’ feature.

On the File menu, click Wander
TIE Playback.

Import Configuration...
Convert PCAP to AIT...

D 0
| Netwo avp 1835

[‘ Wander TIE Playback... CtelsT

Open TIE/PDV/PCAP File...

Wander Transfer...
Restart
Power Down

Clear Configuration
Clear System Alarms

Click Add Data File for
Playback.
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Test Case: Wander Tolerance

Click Browse and select
the file from the folder

Data Fie | Wander Generator ] Interval l Qu:_‘-ut] 5\.‘“.":_.::»|

Select the file containing the TIE values to be used in playback:

|

File ,l"..:- e _m

n

Lookin: | ). G.8262

@

Regent Items

| | G8262_Tablel0_TDEV_Opt2.c
|| Ga262_Table8_TDEV_Optl dc

Select the file for either Option 1
or Option 2 as appropriate, and
then click “Open”.

Flename:  [G3262_Table10_TDEV_Opt2. lc.txt
Netwark Fies of type: IS tricom TMA Files

Note: the TDEV noise files are located in the following folder, by default:
%USERPROFILE%"Anue Systems\Anue 3500\inputnoisefiles\G.8262"

c. Select a Wander Generator:

DataFile Wander Generator | Interval | Repeat | Settings |

Select the wander generator to which these TIE values should apply:

[ ]

d. Next, click Finish.
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Test Case: Wander Tolerance

e. To begin the test, click Play.

Add Data Fie for Playback... DeeyAl | @soon | @Removest | |

~WGO01 (G8262_Table10_TDEV_Opt2.1c.txt)
Pass 0 - Transition 0 of 467,268

3. To make the 3500 emulate the EEC Master, set up ESMC Generation on the Ethernet
port with the Anue 3500 Control Panel Ports tab.

& ports
Network Profies Port Port Configuration
Name Type Settings
T Profie Stats BNC @ 10 MHz, 50 Ohms, Input | Sy
Wand BNC @ 50 Ohms, Output Sys
Q BNC @ 10 MHz, S0 Ohms, Input
@ System BNC @ 10 MHz, 50 Ohms, Input
Profiles p pb s
Statistics... 5), CRC4 S
Right-click the Ethernet Reset Statistics 5), CRC4 | w
Properties on the ESMC Properties...
T P i€s... :
shortcut menu. B | Propeties e ek the Btheme]

Select the check box to
enable ESMC

Status
Status: @ Active
| Interval 7500 ms
In the SSM list, click QL- :
PRC and set the interval : ;; 0110692 L2 FEA CO By i
to 500 ms. [ sy |[ ox ][ concel |

Figure 3 Configuring ESMC Properties
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Test Case: Wander Tolerance

4. Attach the Host PC to the DUT to monitor the clock status and alarms (see DUT

documentation) for the duration of the test.

Step-by-Step Instructions

1. Start the test, and begin generating wander.

a. For sinusoidal wander, start the WG01 Wander Generator in the Wander tab of

the Anue 3500 GUI.

‘ Wander Generators

-

Right-clickthe WG01 and | ™  "me =

click Start Wander zl

Generation on the

Start Wander Generation

Phase Step...

shortcut menu. A Properties.. Enter

b. For TDEV noise, click Play in the Wander TIE Playback window.

[ @ Wander TIE Playback (3500 - admin@192.168.170.251) M

ST

¢
[ Add Data File for Playback...

Deaysl | @

& Remove Al |

WG01 (G8262_Table10_TDEV_Opt2.1c.txt)

v Play ILastPlayback: Pass 0 - Transition 0 of 467,268
:lcfl@l Will upload on play.
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Test Case: Wander Tolerance

2. During the duration of the wander generation, monitor the DUT until the wander
generation is complete. For sinusoidal wander, this is until the table has been
completed. For TDEV noise, monitor until the file has completed at least one playback
cycle. Note that this is several hours in either case and it varies depending on
configuration.

Note any occurrence of the following:
e Alarms
e Clock switch reference
e Clock going into holdover

Test Variables
Repeat the test with the following variations:

o Test multiple Ethernet speeds and on all supported interfaces (10G, 1G, and copper/optical)

Results Analysis
The test fails of there is any occurrence of the following while monitoring the DUT:

e Alarms
e Clock switch reference
e Clock going into holdover

Conclusions

ITU-T G.8262 provides requirements for testing noise tolerance for Synchronous Ethernet
clocks. These tests must be completed for Synchronous Ethernet equipment.
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Test Case: Wander Transfer

Test Case: Wander Transfer

Overview

An EEC is required to operate as a low-pass filter with respect to transfer of wander on the
synchronization interface to the downstream EEC clocks connected to its master ports, with
minimal additional wander to be added. ITU-T G.8262 specifies tests to measure the wander
transfer performance of the EEC.

Objective

This test measures the amount of SyncE wander introduced to the DUT (input wander) that is
transferred to the output of the DUT, in terms of gain and bandwidth. The DUT normally is
expected to track the master clock within a specified pass band, while filtering higher-frequency
noise and not generating additional noise within the pass band.

For the wander transfer test, input wander is generated on one port of the Anue 3500. The
output wander from the DUT is measured on another port of the Anue 3500.

For additional details, see ITU-T G.8262, section 10 Noise transfer.

Setup

DUT Output with
transferred Wander

~ Ixia Anue 3500

100Mm/
1G/

10G
Ethernet

Anue 3500 Ethernet
Qutput provides SyncE
ESMC with Emulated
Wander

100M/1G/10G Ethernet

1. For 10.1 EEC-Option 1 Testing, use the Wander Transfer tool in the Ixia Anue 3500
Control Panel.
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Test Case: Wander Transfer

a. From the Anue 3500 Control Panel, on the File menu, click Wander Transfer to
enter Wander Transfer mode.

b. First, calibrate the 3500 for wander transfer by connecting an Ethernet cable
between the two Ethernet test ports (ethl and eth2), and perform the calibration
procedure in steps 3-4 below. Note: The calibration steps only must be
completed one time, and they are optional. To begin testing without calibrating,
skip to step 5.

c. Load the Wander Transfer table and complete the Self-Cal.

Click to browse to the wander transfer file

Click Self-Cal as the ‘ANUE_G8262_TABLES_OPT1_TRANSFER.csv’

test mode.

Transfer

Filename: |
No file loaded
Description: | /
Click to save this test and
calibration data to a file.
Wander Generator i
Gmeratf.I:IWthl ~ | Generator Portfeth1 (125MHz transmit) j I™ Smooth Transitions | |
Periods: [ ]
| | | | |
\] Frequency Amplitude Settle Dwell Time Dwell Cycles |
10 Hz 0,25 psec 0.0 sec 30s 300 |- [ff
Select a Wander 5,065 Hz 0.25 psec 0.0 sec 39.55 200 |
2,104 Hz 0.25 psec 0.0 sec 47,55 100
Generator and port to i 0.25 st 50 sec cos %]
send the wander. 0.13Hz 0,25 psec 0.0 sec 1im 175 10
J  0.073Hz 0.438 psec 0.0 sec 2m 175 lﬂl
! 0.0338 Hz 0.825 psec 0.0 sec 4m 18s 10
8| 0.016 Hz 2 psec 0.0 sec 10m 256 10|
9 0.00&4 Hr 2 nieer N.0 ser 19m 50 T
Wander Measurer
WMo ~ || Measurer Port:flath2 (125MH: recovered) - |I i
||
View T Close
Select a Wander M’ | |
~—

Measurer and a port to

measure wander.

lick to start the self-

C
calibration.

d. Confirm when prompted and the self-calibration begins. Wait for the Self-Cal to
complete, and then continue to Wander Transfer testing. We recommend you to
save the test file after the calibration completes.
Note: For the most accurate measurements, Self-Cal should be completed for
each system for all frequencies being measured and for each interface type

(Copper or Optical) at least one time for a given test. Subsequent runs of the
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Test Case: Wander Transfer

same test can be done with the same calibration data set. Self-Cal can take
several hours to run.
2. For 10.2 EEC-Option 2, test by using the Wander TIE Playback and a wander measurer
with TDEV mask analysis.
a. First, configure eth2’s clock source to use the wander generator WG01 by
double-clicking the port eth2 in the Ixia Anue 3500 Control Panel Ports view.

L 0 Edit Port Pair & Ports - PP-A (3500 - admin@192.168.170.251)

General |

PortPair ID:  PP-A
| Port Pair Name: |pp_A

Description: |
Port Pair Settings: Status
Port Traffic: " Inline (% Endpoint Last Status Upd:
Port 1 Status:
R"fﬁmc‘“d"lwml(momu] = !I e
Media Type: |C:||:||::e j Port 2 Status:
Port 2 Usage:
Speed: | 16 j
Port #1 Port #2
Port ID: ethl Port ID:
PortName: [eth1 Port Name:
Description: | Description:
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Test Case: Wander Transfer

b. Configure a Wander Measurer to measure the recovered clock port eth1 by
using the Ixia Anue 3500 Control Panel Wander view. In addition, leave the
default settings for 10Hz low-pass filter and also 1/30 second sample rate.

[Gemeral]|
Wander Measurer ID: WO

Warsder Measurer Mame: WO 1
1

Property Settings
MessrerPort  [e8] (1254} recovered

TIE Sample Rate: |1/30 sec

¥ TIE Lew Pass Fiter

sl 10 ]| 00

Last Modified: 20012-10-18 B:10:36 PH COT by admin

Refesh

c. Configure wander generation by using the Ixia Anue 3500 Control Panel 'TIE
Playback’ feature.

On the File menu,
click Wander TIE
Playback.

CtrlsL
Ctrl+E
Ctrls]
Ctrl+P

I Wander TIE Playback... CtrlsT |i

Name
H Open TIE/PDV/PCAP File...

Wander Transfer...
Restart

Power Down

Clear Configuration
Clear System Alarms
Exit
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Test Case: Wander Transfer

Add Data File for Playbadk... @ Flay Al | @ stop 2l I @ Remove Al

Click Add Data File
for Playback.

Click Browse and select the

file from the file browser.

".".'ml

Select the file containing the TIE values to be used in playbaclk:

ner ator l Interva l 7-".\."'._“.'4!] Settin

Lookin: | J, 6.8262

|| G8262_Tablel0_TDEV_Opt2.1c
|| 68262_Table_TDEV_Opt1 1

Select the file for either Option
1 or Option 2 as appropriate,

and then click Open.

|G8262_Table 10_TDEV_Opt2. 1c.bxt

Flesof type:  |symmetricom TMA Files

Note: The TDEV noise files are located in the following folder, by default:

%USERPROFILE%"\Anue Systems\Anue 3500\inputnoisefiles\G.8262"
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Test Case: Wander Transfer

d. Select a Wander Generator:
(@ Add Playback Data File

DataFile Wander Generator | Interval | Repeat | Settings |

=

olect th ander generator to which these TIE values should apply:

o -]

e. Next, click Finish.
3. Connect each of the 3500’s Ethernet ports to the DUT Ethernet ports (L00M/1G/10G) as
shown in the Test Setup diagram.
4. To make the 3500 emulate the EEC Master, set up ESMC Generation on the Ethernet
port with the Anue 3500 Control Panel Ports tab.

Right-click the Ethernet
port, and click ESMC
Generation on the

* bncd | bRt llﬂ\'{.. W 1U MHz, 5U Uhms,
-

Profiles
Statistics...

shortcut menu. Reset Statistics

ESMC Generation...
_?f Properties... Enter

Dk C¥ e Waoffic o Al

Select the check box to
enable ESMC

generation.

Source MAC Addr: [00 -[18 -[6€ -[01 -[05 -[F5 Defautt | ESMC Status: Mot Active

QL-ST3E [1101 / PTP 100] -

In the SSM list, click
f packets to drop:
QL-PRS and set the i —l

interval to 10 msec. 10-04 3:07:55 PM CDT by admin
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B Wander Transfer

~Status

Test Case: Wander Transfer

Step-by-Step Instructions

1. For EEC-Option 1 with Sinusoidal Wander, start the Wander Transfer test.

PN 915-2625-01 Rev F

IR Setting lly loaded |
Frequency’: Start Time:
sfer Settings reqUEncy rt Tim |
prepe—— h 18m 35s Amplitude: = End Time: 2011-09-29 9:43:29 AM CDT
Run Stage: Transfer Progress:
Settings
Test Mode:  Self-Call + Transfer \Wiring Diagram
Test Name: [Wander Transfer Test
Filename:  [s\jkarnes\Anue Systems\Anue 3500'\my_wander_transfer_test.aws | E5F| b 3500 but
Contowns 1 Transfer datasets -
Description: |
Wander Generator
Generator:|WG01 = | Generator Port: [eth1 (125MHz transmif) =| [ Smooth Transitions
Periods: - -
# F Amplitude Dwell Time Dwell Cycles
-] TO7STE o TOSeC L pueg _ﬂ
7 0.0388 Hz 0.825 psec 0.0 sec 4m 18s 10
] 0.016 Hz 2 psec 0.0 sec 10m 255 10
9 0.0084 Hz 2 usec 0.0 sec 15m 50s 10
10 0.00384 Hz 2 sec 0.0 sec 43m 245 10
i1 0.0008 Hz 2 e 0.0 sec ih 44m 10s 5
12 0.00055 Hz 2.86 psec 0.0 sec 2h 28m 49s 5
13 0.00042 Hz 3.85 psec 0.0sec 3h 20m 19s 5
14 0.00032 Hz 5 psec 0.0 sec 4h 20m 25s 5|=
~Wander Measurer
. Measurer Port: -
Click Start Transfer to = Iﬂhz (125MHz recovered) J
begin the test. The
Transfer Graph appears o ] Close ]
automatically after the
test begins.
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2. For EEC-Option 2, begin the wander measurer and also start the TIE Playback of the

TDEV noise file.

Test Case: Wander Transfer

a. First, start the wander measurer by right-clicking the wander measurer in the
Wander view, and then clicking View TIE.

Lt

~Wander Measurers

D © | Mame | Description F

=
9 WHM I:I'IC‘I
& WMl tew [ime Error... WG0

Wander Transfer...
Force Stop

Start TIE Recording...
Stop TIE Recording

Properties... Enter

Click MTIE/TDEV to view MTIE and TDEV graphs.

TIE (ns)

S00
250

0
-250
=500
-750

00:00:00 00:00:30 00:01:00 00:01:7

mATDEV... |  Histogram... | & Lines " Dots

b. Next, click Play in the Wander TIE Playback window to start noise playback.

PN 915-2625-01 Rev F
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Test Case: Wander Transfer

[ @ Wander TIE Playback (3500 - admin@192.168.170251) M - PTGV

Add Data File for Playback... DeayAl | @ | @removenr |

WG01 (G8262_Table10_TDEV_Opt2.1c.txt)

‘ » | Play I Last Playback: Pass 0 - Transition 0 of 467,268
G2 | e | @ | Wil upload on play.

Test Variables
Repeat the test with the following variations:

e Test multiple Ethernet speeds and on all supported interfaces (10G, 1G, and
copper/optical).

e Test with both EEC-Option 1 (sinusoidal wander transfer) and also EEC-Option 2 (TDEV
wander transfer).

Results Analysis

1. Analyze EEC-Option 1 results:

a. As soon as the first step in the Wander Generator table has completed, the
Wander Transfer graph appears, showing the results in real-time as each step is
completed. You can also open the Wander Transfer graph at any time during the
test by clicking Transfer Graph.

b. When the Wander Transfer graph is opened, select the mask ‘G.8262 EEC-
Option 1’ to have the results automatically evaluated based on the mask.

G.8262 EEC-Option 1 Upper |

Masks

Select G.8262 EEC-
Option 1 from the list.

/8262 EEC-Option 1jd [t 3V
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Test Case: Wander Transfer

c. The results appear in the Transfer Graph.

Wander Transfer Chart

0
251
5.0
7.5 1

Each data point is plotted in
real-time. Points outside the
red mask lines indicate failure.

=0 T B
30,0 1 : T
-22.5 | T
-35.0 | ! S
-37.5 H .
-40.0 1 l
0 1 2 3 45 10 m @ 100 200 1000
Frequency
|—'—D..|I.h.-=L 1 - G826 BEC-OpUion 1 Lower ——— G8262 EEC-Ootion 1 Upper
Collection Inbo AN Ranges Visible Ranges Data Sets Hasks Selection Info
measeer: o1 Mmfeeg: [ oz MH#,TLHI ¥ Dataset 1: ¥ Unes s PR wget |
Gemeratos: [WEO1 | Maxfreq:| 10l Maxfreq 1oHe - = mewe: [
Start Time: [201109-29 C5:42am COT || MimalB: | 40 Mngm: | 0003 = MM
End Time: [2011-09-29 0%:43am COT Max dE: 0.2 Mo : | [

<glslo) blojola) o |

Pass/Fail results are automatically

computed and posted inreal-time

according to the selected mask.

d. The Anue 3500 calculates pass/fail results in real-time for the duration of the test,
while graphically plotting the data points.

e. After the test completes, you may save the results in the Wander Transfer
dialog box. Multiple tests can be run and saved to the same file. These multiple
data sets can be reviewed concurrently on the same graph.
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Test Case: Wander Transfer

2. For EEC-Option 2 TDEV wander transfer, evaluate the TDEV noise according to the
selected mask. In the MTIE/TDEV window, select the Enable TDEV check box, and
select the mask 'G8262_Tablel3 Opt2.” Automatic PASS/FAILED result appears in the
TDEV window.

16268262 Tabie 10_TDEV_Opt2.1c tt (3500 - admin® 192.168.170.251

1E3 |

1E-1 1E0 161 1E2 163
tau (sec)
[——T0EV — — G862 Tatwe_13_0p12|
Chart Ranges W Unes [ Shapes MTIE
Collection Start Time: Augast 31, 2012 12:00:00 PM COT Data Set [ Imable MTIE
Collection tnd Time: August 31, 012 4 19:44 M COT P, o
Full Ramge: Visible Range: [-ere =1 wa
Hm Hax Hn Max [Fere =] wa
Tae 0.03sec  8550.72%c  0.03sex 3650.72 s6¢
MTIE: 02es 03208 Q2rs 6032rs Fie: Cx\sers Parnes\Arue SystemsiAnue 3S00Vput... [-tioce 2 T
Touv: 7.53%rs 975.4288 re. 7.53%ns SQssrs Anve System:  TIE Synthesizer - Copyright © 2012 1éa. Al ...
Stze: 67,532
Selected Sampl - Refresh Low Pass filter:  none
Tow(sec)k — VI sample rates  0,030333352 sec TIE sample rate: 0033333332 sec
MTIE (msk -~
TOEV (ns)k ~

Conclusions

ITU-T G.8262 provides requirements for testing noise transfer for Synchronous Ethernet clocks.
These tests must be completed for Synchronous Ethernet equipment.
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Test Case: Jitter Compliance

Test Case: Jitter Compliance

Overview

The term jitter being discussed here refers to the ‘timing jitter’ or ‘physical layer jitter’ present in
the SyncE EEC. Whereas wander affects ‘Synchronization Quality’, jitter affects ‘Data integrity’
quality i.e. ‘Bit Errors’, leading to loss of throughput.

Jitter is better explained as the short-term variations of the significant instants of a timing signal
from their ideal positions in time (where short-term implies that these variations are of frequency
greater than or equal to 10 Hz).

1 Unit sample point

Interval
|E I al I I I I I + I I I
Jitter Free Clock I_ I_ | | | | | | | |

o

O—p-—fp—-—d-=-

<
=
[0]
=
-n
=
(0]
]
O
Y]
-
[V
-_—
o
—
o
o

o—>- -}t - -

Jitter AmplitudeT
(U l

Jitter Frequency
(Hz)

ITU-T G.8262 Section 8.3 specifies the Unit Interval (Ul) of the signal for these Ethernet
interfaces (supported by ANUE 3500):

¢« 1G:UI=0.8ns
* 10G (10GBASE-SR/LR/ER, -LRM): Ul = 96.97ps

Note: Copper is currently not supported by the standard and copper is considered not suitable
for SyncE applications.

PN 915-2625-01 Rev F June 2014 155



Test Case: Jitter Compliance

Jitter is measured over a specific frequency range (filtered)
* 1G: 2.5kHz to 10MHz

e 10G: 20kHz to 80Mhz

Objective

Measure the intrinsic jitter at the Synchronous Ethernet output interface in the absence of any
input jitter. Measurements should be taken over a 60 second period.

Setup

IXIA' ANUE 3500

Back Side of ANUE 3500

® @ @

?\Q r— ®

DUT recovers
frequency from
3500

No jitter
applied

Measure
Compliance

Note: The clock signal going to the DUT is not strictly necessary. For more information, refer to
step#3 in ‘Step-by-Step Instructions.’

Note: If the customer would like to supply their own timing reference for their DUT, then they are
free to do so with the 10 Hz Clock Recovery Bandwidth.
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Test Case: Jitter Compliance

Step-by-Step Instructions

1. Click on ports and select jeth1. Double click to launch ‘Port Properties’ dialog. In the
‘Port Pair Settings’
* Set ‘Tx Clock Source’ to “jeth1: Sys Reference jeth2: Jitter Source”
» Set ‘Speed’ to “10G”
+ Click OK.

a Edit Port Pair & Parts - PP-D (3500 - admin@10,218,164.233) = = =]

Port Pair ID: PP-D

Part Pair Mame: [pp.p E
|
Description: |

Pork Pair Settings: Status
Port Traffic: - 05 Status Update: 10:03:30 AM CDT
Port #1 Status: @ Up - 10 Gbps
Tx Clock Source; |jethl: Sws, Reference  jeth2: Jitker Source hd Port #1 Usage:  Normal
Speed: |IDG = Port #2 Status: @ Up - 10 Gbps
Port #Z2 Usage:  MNormal
Port #1 Port #2
Port IC: jeth1 Port ID: jethz
Port Mame: |jeth1 Pork Mame; |jeth2
Descripkion: | Description: |
Link Conkrol: |N0rma| j Link Control: |N0rmal j

Last Modified: 2014-04-25 9:07:02 AM CDT by admin

Refresh I QK I apply Cancel

2. Select jeth2 in the ports view and right click.
* Select ‘ESMC Generation’ from the menu.

& jethl jethi Ethernet  |105, SFP+ Syskem Reference Off PP-D [jethz]
i
& pdh1 pdht DS1fEl  |E1{2.046 4 OFf
@ pdhz | pdhz DSI/El  |E1(2.046 OFf
& Serial Serial DES DES, Time Off
& =ethl | xethl Ethernet IIIE:EJEGID LOS Burst.. Off PP [xethz]
i methz | xethz Ethernet (106, G10f ESMC Generation.., OFf PP-C [xethi]
Inline 3 : -
Disable &ll Impairments
4 . i Ml |
E Properties... Enter —
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Test Case: Jitter Compliance

* Inthe ‘ESMC Generation’ dialog, select the checkbox next to ‘Settings’.
Optionally, configure the ‘Source MAC Addr’and ‘SSM’.
* Click OK.

E ESMAC Generation for jeth2 E@

Port 10 jethz
Port Mame: jeth2
Description:

Etl:ings Status
Source MAC Addr lﬁ - E - IE - lﬁ - IH - IH Defaulk | Eailenlcit. Hobict

S5M: |QL-UNK. 0000/ PTP &2] || oooo
Inkerval: It lsec = |
[ WLAN Tag
TPID: | <4 IR < 1
Drop

EniLer Lhie number ol packels Lo Jrop; |

Last Modified: 2014-04-26 10:18:56 AM CDT by admin

Refresh Apply (] 4 Cancel

3. Go to fitter’ view and select ‘'JM01’ in the ‘Jitter Measurer’ tab.
* Right click and select ‘Properties..." from the menu to open the dialog.

Jitter Measurers

Name Description Status sample Ratel Duration | Digital LPF Digital HPF

! ! ﬂ

Wiew Data...

Jitter Talerance...

I ﬁrnpertles... I

* Inthe ‘Properties’ dialog, set measurement duration to 60 seconds and click on
‘Defaults’ to set default filters for standards-compliant testing.
* Click OK.
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Test Case: Jitter Compliance

"

ia Edit Jitter Measurer - JMOL (3500 - admin@10.218.164.233) o] @ |-

Basic Settings
Jitker Measurer ID: Mol

Jitker Measurer Mame: |JMIIII

Description: |
Property Settings Status
Measurer Pork: |jeth1 j Last Update: 10:36:58 AM CDT
Status: Mot in use
TIE Sample Rate: |1,I'1III ser j
D ation: (" Forewer % Time Limit:jja0  |sec -
Filters

Analog LPF: 30 MHz

[ Digital LPF: Hz
Defaulks
v Digital HPF: 20 kHz -

[w Clock Recovery Bandwidth: |10 Hz =

Last Modified: 2014-04-25 9:14:08 AM CDT by admin

Wiew Data. .. (a4 apply Zancel

« Optionally, the digital filters can be configured as needed.

Note: The digital filters are first order with a -20 dB per decade roll-off. The Clock
Recovery Bandwidth filter is second order with a -40 dB per decade roll-off.

Note: The clock signal going to the DUT is not strictly necessary as the function
of the 10 Hz Clock Recovery Bandwidth should actually take care of this.

4. Select JM01 again and right click. Select ‘View Data...’ to launch the jitter measurer
dialog. Click on ‘Start’.
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Test Case: Jitter Compliance

ia Jitter Measurer Data Viewer - 3500 - admin@10.218.164.233 o @ =

Status
Measurer: IMO1 Skart Time: ==

Port: jethl End Time: -

Duration: 60 sec Update Time:

Filters Used
Analog LPF: -—-

Digital LPF: -—-
Digital HPF: -—-
Clack Recovery Bandwidth:  -—-

Data

Short Term Long Term
Min TIE: - —_
Max TIE: - —_
Peak to Pealk TIE: = —_
RMS TIE: - —_

Shart Save Data. ., Close
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Test Case: Jitter Compliance

Test Variables
Repeat the test with the following variations:

e Test multiple Ethernet speeds (1G, 10G) and on all supported optical interfaces (SX, LX,
KX, EX etc.)

Results Analysis

After 60 seconds the test completes. Verify that Long Term Peak to Peak TIE is <0.5 Ul after 60
seconds. This corresponds to 400ps for 1G and 48.485ps for 10G.

548 Jitter Measurer Data Viewer - 3500 - admin@10.218.164.233 o B ([
Status
Measuret: IMO1 Stark Time:  -—-
Port: jethi End Time: -—
Duration: b0 sec pdate Time: 2014-04-26 10:53:29 CDT
Filters Used
Analog LPF: 80 MHz
Digital LPF; off
Digital HPF: 20 kHz

Clock Recovery Bandwidth: 10 Hz

Data
Short Term Long Term
Min TIE: -83 muUI -107 mul
Max TIE: &0 mUI 98 mUI
Peak to Peak TIE: 163 mUI 204 mUI
RMS TIE: 16.3 mUI 16.3 mUI
Skark i SaveData... i Close

Conclusions
ITU-T G.8262 section 8.3 provides requirements for testing jitter compliance for Synchronous

Ethernet clocks. These tests must be completed for Synchronous Ethernet equipment and Ixia
3500 has the accuracy and precision to accomplish this task.
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Test Case: Jitter Tolerance

Test Case: Jitter Tolerance

Overview

The EEC is required to tolerate certain input jitter conditions without causing a failure of
operation of the device. ITU-T G.8262 section 9.2 provides test parameters to evaluate the
tolerance of an EEC to input jitter. Jitter Tolerance verifies that a device can tolerate sufficient
levels of jitter without failure.

Objective

This test verifies that the DUT can tolerate the levels of jitter that may be present in the network
without causing failure of the synchronization system.

The jitter introduced to the DUT (input jitter) must not cause any of the following:

e Any lost or corrupted packets at the 3500
e Any clock switch event or alarms/errors detected by the DUT such as CRC errors or
LOF

For the jitter tolerance test, jitter is generated by the Anue 3500. Evaluation of passing and
failing is accomplished by observing the DUT alarms, clock status, and corruption of the packets
being looped back.

For additional details, see ITU-T G.8262, section 9.2 jitter tolerance.
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Test Case: Jitter Tolerance

A ANGE 5500

Back Side of ANUE 3500

TN RN AT A 0} o w00 @ ®
-
= Q

e J . e R A
A o P - o i N oo
@) @ | B RO L] s

. Tk

oy o

Setup

DUT recovers
frequency from
3500

Apply jitter
and send
test

packets

Monitor DUT for
alarms, errors,
missing or corrupted
packets.
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Test Case: Jitter Tolerance

Step-by-Step Instructions

1. Click on ports and select jeth1. Double click to launch ‘Port Properties’ dialog. In the
‘Port Pair Settings’
* Set ‘Tx Clock Source’ to “jeth1: Sys Reference jeth2: Jitter Source”
» Set ‘Speed’ to “10G”
+ Click OK.

a Edit Port Pair & Parts - PP-D (3500 - admin@10.218.164.233) = 2|23

Paort Pair ID: PP-D

Part Pair Mame: [pp_p, E
Description: |

Port Pair Settings: Status
Part Traffic: = ' Status Update; 10:03:30 AM CDT
Port #1 Status: @ Up - 10 Gbps
Tx Clock Source: |jeth1: Svs, Reference  jeth2: Jitter Source 5 Port #1 Usage:  Normal
spead: |IDG = Port #2 Status: @ Up - 10 Ghps

Port #2 Usage:  Normal

Port #1 Port #2
Port IC: jethl Port IC: jethz
Port Mame; |jeth1 Pork Mame: |jeth2
Descripkion: | Descripkion: |
Link Cantral: |Normal j Link Cantral: |Normal j

Last Modified; 2014-04-25 9:07:02 AM CDT bv admin

Refresh I [ald I Apply Zancel

2. Select jeth2 in the ports view and right click.
» Select ‘ESMC Generation’ from the menu.

& jethi jethl Ethernet  [10G, SFP+ Swstem Reference OFf PP-D [jethz]
i
&9 pdh1 | pdht DSLEL  [EL{z.048 0 ol
ﬁi pdh2 pdhz DS1/EL E1(2.043 Off
& Serial Serial DED DEY, Time Off
& w=eth1l | xethl Ethernet IlnE:E,EGID LOS Burst.. Off PP [xethz]
i methz | xethz Ethernet  [10G, G10f E3MC Generation.., OFf PP-C [xethi]
Irilire: : : -
Disable &ll Impairments
&l | | T
E Properties... Enter —

* Inthe ‘ESMC Generation’ dialog, select the checkbox next to ‘Settings’.
Optionally, configure the ‘Source MAC Addr’and ‘SSM’.
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Test Case: Jitter Tolerance

» Click OK.

E ESMC Generation for jeth2

Port 10 jethz
Port Mame: jeth2
Description:

Settings Status

Source MAC Addr: lﬁ = IH I IE - lﬁ - IH , lﬁ Defaulk | ESMC Status:

S5M: |QL-UNK [0000 ] PTP 82] = || oooo

Inkerval; |1 |seu: ﬂ

[ WLAN Tag

TRID: | crr| x| pce| v

Drop

Enber e nianiber ol packels Lo drop: |

Last Modified: 2014-04-26 10:18:56 AM CDT by admin

Mot Active

Refresh Apply

Ck

Cancel

3. Click on jitter in the left side menu.
e Click on ‘Jitter Tolerance’ icon at top.

E Anue 3500 Cantral Panel 20,0 (3500 - admin@10.218,164,233)
File Edit Help

‘ ‘ ‘ ‘ ‘ m Swstem Ref: @Ready
e

Enable the Jitter Tolerance Dialog

3500 - admin@10.218.164.233 ]

E Puorts Jitter Generators

Staty

Mame Description
Metwork Profiles

JGo1
m Prafile Stats
ﬂl Wander

m Jitker
—d

Swskern
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Test Case: Jitter Tolerance

*  ‘Open’ the appropriate 1G or 10G jitter input table file in the ‘Jitter Tolerance’
dialog.

ia Jitter Tolerance - 3500 - admin@10.218.164.233 (=] = |[=]

~Configuration
Crigin Part: jeth? edit...

Phase Adj 1

rRun Status Wiring Diagram————— -
Line Rate: 10G
jethl |-
Chate: 3500 DUT
| jeth2 >

- Jitter Generator

Data file: C:\Usersilovdianue Systems)anue m Qpen... |
35004 jittertables\tolerancel &MUE_GE262_TAELE1Z_10G_IITTER_TOLERAMCE.csy

EReload |g¥% ! E! %ﬁlﬂ ! E! EEE%EE ! E E%ﬁ% ! E %%9%%! E! %E ! == E%%E !

a Jitter Settings Fi
# Frequ Ixia Jitter Zettings File Selector E
1 Laak in: I | tolerance LI F B [
2
3
4
5
& Lecent Ikems
7
g
9
10
11
Start | l My Docurments

4. After the file is opened successfully i.e. the values are displayed in the columns
‘Frequency’, ‘Amplitude’, ‘Settle’, ‘Dwell’ etc., then click on ‘Packets...’.
¢ Inthe dialog, configure the MAC addresses and payload properties.
e Click ‘OK’ to apply the settings.
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Test Case: Jitter Tolerance

ia Jitter Tolerance - 3500 - admin@10.218.164.233 (o= =]

- Configuration

Origin Por™ 2
Izla Packet Settings E

~ Run Stakty -Settings
Lime Rate:

—-

-II_ Cuskam MaC .ﬁ.ddresses

State: Source MAC Addr: IE - E 2 IE - Iﬁ - IF Iﬁ Default | hUT
DestMaC Addr |00 -[23 -[28 -[38 -[11 -[aa  Defaut |

-Jitter Ger| [ [ YLAM Tag

Data files TPID: | crf| =] e[ wm [ F'E"'---l

3 i
&) Relos Pavload:

LIkilization: a5 %

# Packet Size: Iﬁ bytes ™ Use Sequence

4 =

5

]

7

g

9

10

11

5% Cancel | (a4 |

13
w

11
Skark | Stop | Packets.., Clear, ., | Close |

5. Click on ‘Start’ to start the tolerance test.
e Configure DUT to switch/route test stream back to jethl

PN 915-2625-01 Rev F June 2014 168



Test Case: Jitter Tolerance

E litter Talerance - 3500 - admin@10,218,164,233

oo

- Configuration
Crigin Part:  jeth2 edit...

ouT

|

~Run Status Wiring Diagram
Line Rate: 10G
Current Jitter: 0.0 UI at 10 Hz jethl =
State: Step 1 Stage: {Dwelling) 3500
[ jeth2

- Jitter Generator

Data file: C;\Usersiloydianue Systemsianue

3500%jittertablesitolerance\ANUE_GE262_TABLE1Z_10G_JITTER_TOLERAMCE.csv

Reload | Save | Add | Insert | Modify | = Remove | Up | Do |

mﬁpen... |

& Freguency =] Amplitude ¥ Settle Dwell Time Result

1 0.0 01 Running -

2 10 H= 2,488 I 0.5 sec S sec ==

3 121 Hz 2,488 I 0.5 sec S sec ===

4 20Hz 1,500 LI 0.5 sec S sec ===

5 S0 Hz &00 LI 0.5 sec S sec ===

& 100 Hz 300 U1 0.5 sec 5 sec ==

7 200 Hz 150 UI 0.5 sec 5 sec ===

g 500 Hz &0 LI 0.5 sec 5 sec ===

9 1,000 Hz a0uUI 0.5 sec 5 sec = I

10 2,000 Hz 15 LI 0.5 sec 5 sec =

11 5,000 Hz 6 LI 0.5 sec 5 sec ot - |
Packets. .. | Clear. .. Close |

PN 915-2625-01 Rev F

6. Observe that:

o Verify all frequency test points pass (Ixia 3500)

e Verify errors/alarms at DUT
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Configuration

Run Status

Line Rate: 106G

State:

Jitter Generator

Crigin Port: jeth2  edit...

Test Case: Jitter Tolerance

E litter Tolerance - 3500 - admin@10,218,164,233

Data file: C:\Usersilovd\Anue SystemsiAnue
3500 jitbertables|tolerancel AMUE_G8262_TABLELZ 10G_JITTER TOLERAMCE.csy

Feload ] FI Save 1 Add ] Insert] n Mlodify 1 = Remove ] p ]

= ol 5

Wiring Diagram

jethi
3500
jeth2

ouT

L J

EOpen...

o Frequency =] Amplitude [+ Settle Dwell Time Result
4 20 Hz 1,500 11 0.5 sec 5 seC Pass _f_J
= 50 Hz £00 I 0.5 sec 5 sed Pass
& 100 Hz 300 U1 0.5 sec 5 sed Pass
7 200 Hz 150 I 0.5 sec 5 sed Pass
g 500 Hz &0 UI 0.5 sec 5 sed Pass
9 1,000 Hz 30U 0.5 sec 5sec Pass
10 2,000 Hz 1511 0.5 sec 5sec Pass
11 5,000 Hz 6 I 0.5 sec 5sec Pass
12 10,000 Hz Ul 0.5 sec 5sec Pass
13 20,000 Hz 1.5U1 0.5 sec 5sec Pass
40,000 Hz

Clear...

Packets. ..

Test Variables
Repeat the test with the following variations:

e Test multiple Ethernet speeds (1G, 10G) and on all supported optical interfaces (SX, LX,
KX, EX etc.)

e Optional VLAN for test packets

e Test packet payload size: random, zeroes, ones, increment, decrement, custom

e Bandwidth utilization: 1-100% in 1% increments

e Frequency Test Points using different CSV input files

Results Analysis

The test fails if there is any occurrence of the following while monitoring the DUT:

e Alarms (to be observed at DUT)
e Clock switch events (to be observed at DUT)
e Missed or corrupted packets are received on jethl (to be observed on ANUE 3500)
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Test Case: Jitter Tolerance

Conclusions

ITU-T G.8262 section 9.2 provides requirements for testing jitter tolerance for Synchronous
Ethernet clocks. These tests must be completed for Synchronous Ethernet equipment and Ixia
3500 has the accuracy and precision to accomplish this task.
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Test Case: Boundary Clocks - PTP Timestamp Accuracy (Time Error)

Devices and Topologies

Test Case: Boundary Clocks - PTP Timestamp Accuracy (Time Error)

Overview

Boundary Clocks are PTP devices that have a slave port from which they recover a clock, and
one or more master ports that provide PTP timestamps for downstream devices by using the
clock recovered from the slave port. These devices may introduce non-linear timing impairments
that resemble PDV when introduced into a network. It is important to measure this PDV-like
effect to characterize a boundary clock and consider its impact on a timing network.

Boundary Clocks may also have recovered clock interfaces such as T1/E1 or 2.048MHz that
provide the recovered clock. In that case, these interfaces may be measured and the boundary
clock is treated as an ordinary clock or slave clock for the purpose of evaluating recovered clock
accuracy. However, the impairment created on the master ports should still also be evaluated
independently from the frequency accuracy.

Objective

This test evaluates the Time Error of a PTP Boundary Clock by analyzing the accuracy of the
time stamps in sync and follow-up packets produced on the DUT’s master ports.

Note: This testing requires that the Anue 3500 have two Ethernet port pairs for a total of four
Ethernet ports.
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Test Case: Boundary Clocks - PTP Timestamp Accuracy (Time Error)

Setup

Ixia Anue 3500

Frequency Reference

Ethl

e
T Wy

PTP Master PTP Boundary 4 PP slave
, Clock (DUT)

Timing Flow

Figure 65. Boundary Clock Test Setup

1. Connect the DUT Boundary Clock, Grand Master clock, and PTP Slave Clock to the
Anue 3500 as shown in the test setup drawing:

a. Connect the Anue 3500 Eth1l interface to the Grand Master Clock or PTP Master
Ethernet interface.

b. Connect the Anue 3500 Eth2 interface to the DUT Boundary Clock’s slave
interface.

c. Connect the Anue 3500 Eth3 interface to the DUT Boundary Clock’s master
interface.

d. Connect the Anue 3500 Eth4 interface to the PTP Slave interface.
Note: Any mixture of 1GB optical or copper, or 1G and 10G interfaces is
supported. For example. the Grand Master to DUT can be connected on 10G,
and the DUT to slave can be 1G.

2. Configure two port-pairs on the Anue 3500 for ’Inline’ mode, and if using 1G dual-media
ports, configure for the correct media type and speed (copper or fiber, 100M or 1G) by
using the Anue 3500 Control Panel Ports tab. Double-click one of the ports in the port
pair that is connected between the Grand Master Clock and the DUT Boundary Clock.
This brings up the Ethernet Port Property dialog box.
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Test Case: Boundary Clocks - PTP Timestamp Accuracy (Time Error)

3500 - admin©192.168.168.110 |
E Ports Port Settings
Port | Port Port Configuration
R tietwork Pofies D | Name | Type Settings
T Frone sots E BNC 10 Mz, 50 Ohms, Input
# bne2  |bnc2 BNC 50 Ohms, Output
Double-click the port - bne3 bnc3 BNC 50 Ohms, Cutput
that is CDnnected to I %%W"
ethy | ethl Ethernet  |1G, Fiber, Autoheg, Tnline
the Grand Master . e SR
Clock. 1 lpdhi DS1E1  [F1(2.048Mbos), CRC4 CAS

{[E) cdit Port Pair & Ports - PP-A (3500 - admin@®102.168.168.110

Set the port traffic to
Inline.

Port Pair Setti Status
Port Traffic: " Endpoint Last Update:  4:50:19 PM CST
Port#1 Status: @ Up - 100 Mbps
Port=2 Status: @ Up - 100 Mbps

Port #2
i Port ID: eth2

tl PortName:  |eth2

Description: |
Configure the media Auto-Megotiate: = On  (~ Off
type and speed, as =] | unkControk [Up =l
needed. J_‘
249 AM CST by admin

Repeat this process for the port pair that is connected between the DUT Boundary Clock
and the Slave Clock.

3. Configure Network Profiles for each port used in the test to match the PTP packets.
Configure the classifier for PTP for the port connected to the Grand Master Clock (for
example, ethl) and also for the port connected to the master port side of the Boundary
Clock DUT (for example, eth3). Note: You must do this procedure for both the port
connected to the DUT as well as the port connected to the Grand Master Clock.
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Test Case: Boundary Clocks - PTP Timestamp Accuracy (Time Error)

Double-click a profile
for eth1 to bring up the
Profile Properties
dialog box. Do the
same for eth3.

Select the
Enabled check

Enabled: [ || Mame: profile1 Port: ethl Description:

IW PTPv2 over IPv4 Settings I

Ethertype: 0800 PTP Version:

Select the PTPv2 over IPvd Settings

check box to select all PTP packets.
PLAL S r | If using PTP over Etherne2, select

Transport SDEUﬁC:l PTPv2 Ethernet2 Settings.

[~ Port Info

Select PTPv2 over IPv4

for PTP UDP‘flP r _- Control Field: || POrL IO
or over .

USiI‘ig PTP over Offsets Clock [dentity: I Domain:

Ethernet? (layer2), ettings [~ PTP Flags

select PTPv2 Eth2.

N _/

PN 915-2625-01 Rev F June 2014 176



Test Case: Boundary Clocks - PTP Timestamp Accuracy (Time Error)

Step-by-Step Instructions

1. Begin live PDV on both ethl and eth3 profiles in the Network Profile window.

ls&‘lblul Descrip/

Disable Network Profile
Reset Statistics

J—
Right-click ethl profile1.
. ® J
je=s i 1
, l -
Click View Packet TE/TIE on the {Display TE/TIE for lve trafic..|
shortcut menu. = 1
ofiel
s v o
ethy ]
eth3

~Packet Structure ~IEEE 1588 Time Calculations

" CES/CBR [V Use correction field if available
& IEEE 1588 [~ Reverse TE (requires bidirectional traffic)

+ Eth als e —_—
Master:  [192 .[1e8 .[ 1 .[11
Reverse Cable Delay: I 0.0 |nsec vl
Slave: [192 .[168 .[ 1 .| 9
:‘UIF‘IF Packet Rate,-']nterval

Master: -W-W-W-lﬁ-m * Packet Rate: |5q vl pkis/sec

Slave: -|00 —IE-W "E " Padket Interval: 250.0 msec

Configure the settings for the - Reverse Packet Rate/Interval
Boundary Clock under test. = Reverse Packet Rate: Iﬂ pltsfoec

" Reverse Packet Interval: I 250.0 msec

- [ PCAP Output File

TE: A PCAF file is required to be able to produce Network Playbadk (ait) files once
Click Start to begin I

plotting the live PDV. A Browse...

[~ Start Wireshark

Repeat the same process for eth3 profilel.
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Test Case: Boundary Clocks - PTP Timestamp Accuracy (Time Error)

Test Variables

Repeat the test with the following variations:

Test with the system in both PTP multicast mode and in PTP unicast mode.
Test with the system in both one-step mode (which reduces the number of messages) and
in two-step mode.
Test using varying sync and follow-up packet rates on both sides of the boundary clock, for
example:

o 1 packet/sec from master to BC, 64 packets/sec from BC to slaves

o 4 packets/sec from master to BC, 1 packet/sec from BC to slave
Test multiple Ethernet speeds and on all supported interfaces (10G, 1G, and
copper/optical); especially, testing dissimilar speeds or interfaces on each side of the BC,
such as 10G from master to BC and 1G from BC to slaves.
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Test Case: Boundary Clocks - PTP Timestamp Accuracy (Time Error)

Results Analysis

1. Review the PDV on eth3 compared to eth1’s PDV. This indicates the insertion properties

of the Boundary Clock.

Live POV ethl/profiel (3500 - admin@19216891 120 FORWARD. == =]

TIE

0.04 :
0,035 {}-
0.03
. 0,025
w
2 002
& o015
[
0.01
0.005 nu

-1.16
-1.165
-1.17
-1.175
-1.18
-1.185
IR
-1.195

-1.2

(srl) 40443 Bwun)

00:00:00 00:00:05 00:00;10 00:00:15 00:00:20 00:00:;25 00:00:30 00:00:35 00:00:40 00:00:45

Time (since start)

—Data Set

Conclusions

Because the goal of boundary clocks in the network is to improve time synchronization across a

packet network, it is critical to evaluate the time error or time accuracy of the boundary clock

before deployment.
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Test Case: Transparent Clocks — Correction Field Accuracy

Test Case: Transparent Clocks — Correction Field Accuracy

Overview

Transparent Clocks are PTP devices that pass forward PTP packets from one port to another,
while updating the PTP packet’s correction field by adding the residence time (time the packet
spends in the Transparent Clock) to the value in the correction field. The PTP correction field
contains the amount of time a PTP packet spent within the transparent clock switch. This allows
the slave clock to compensate for the PDV caused by all the transparent clocks in the PTP
network path. It is important to measure the accuracy of the correction field as updated by the
transparent clock.

Objective

This test measures the accuracy of the correction field updates in sync and follow-up packets
provided by a PTP Transparent Clock.

Note: This testing requires that the Anue 3500 have two Ethernet port pairs for a total of four
Ethernet ports.

Setup

Ixia Anue 3500
Frequency Reference

PTP Master

Clock (DUT)

Timing Flow

Test setup for the Transparent Clock test is identical to the Boundary Clock Test Setup.
Complete the steps in Boundary Clock Test Setup.
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Test Case: Transparent Clocks — Correction Field Accuracy

Step-by-Step Instructions

1. Begin live PDV on both ethl and eth3 profiles in the Network Profile window.

Network Profiles

Profile Name Is Enabled Descrip'

ethl Disable Network Profile
— | |ethl Reset Statistics
2 \ ~ =
Statistics...
Right-click ethl profilel. "

e e

[ |

S 3

Click View Packet TE/TIE on the
shortcut menu.
o o

profiel 5}

8

View Packet TE/TIE - ethl
| ~Packet Structure IEEE 1588 Time Calculations

(" CESfCBR lFUmmTecﬁmﬁEHifavﬂeﬂe I

[~ Reverse TE (requires bidig/ \tional traffic)

admin@192.168.91.121

Cable Delay: meters -
JJies [ 1 |11
Reverse Cable Dy
Slave: |19z .[1e8 .| 1 .| 9 Select the Use correction
T “Packet Rate/In| field if available check

Master: IEA,EAIEJE-FAIE (% Packet Rate: II... ——Tpry
Slave: [oo -[oo -[oo -[oo -[o0 -[00" || ¢ padketinterval: [ 250.0 msec

| '}
¥ ) s, ~Reverse Packet Rate/Interval ]
; {* Reverse Packet Rate: |32 bl I pkisfsec

Configure the settings 2 bytes
for the Transparent (" Reverse Packet Interval: I 250.0 msec
Clock under test.

_—
I MEE F‘t'l—z : _ To save the PCAP, select the PCAP Output
wmmmm oz File check box and provide a file name.
EIDYMPGHJ' T — DrowseTT—T

[ ] oo

Click Start to begin plotting the
live PDV.

the same process for eth3 profilel.
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Test Case: Transparent Clocks — Correction Field Accuracy

Test Variables

Repeat the test with the following variations:

Test with the system in both PTP multicast mode and in PTP unicast mode.

Test with the system in both one-step mode (which reduces the number of messages) and
in two-step mode.

Test using varying sync and follow-up packet rates or different PTP profiles as supported by
the grand master and slave clocks.

Test multiple Ethernet speeds and on all supported interfaces (10G, 1G, and
copper/optical); especially, testing dissimilar speeds or interfaces on each side of the TC,
such as 10G from master to TC and 1G from TC to slaves; note that this rate adaptation in
the TC may cause a time error offset that may manifest as an inaccuracy in the 1PPS
recovered on the slave clock.

Results Analysis

1. Review the PDV on eth3 compared to eth1’s PDV, with the PDV of eth3 by using the
correction field to compensate for the residence time. This indicates the error or
inaccuracy in the Transparent Clock’s correction field updates.

TR ————— o =el =
{ B Live POV ctn1/profile1 (3500 - admin@192.168.91.121) FORWARD e~ _

TIE

0.04

B 0.035 1.165
i 0.03 117 4
—0.025 1175 3
il =) 118 @
_ s o =
=)
i g 0.015 -1.185 &
l 0.01 1.19 E
I 0.005 1,195

"B Live PDV eth3/profilel (3500 - admin 1.121) FOF

30.927
25.927 {r--

o
o

~— 20.927
w

o
o

= H
= |
5.927

0.927 60

-4.073

00:00:00 00:00:05 00:00:10 00:00:15 00:00:20 00:00:25 00:00:30 00:00:35 00:00:40 00:00:45
Time (since start)

nae: Data.Sef L
2. For a precise numerical evaluation, use Anue Wireshark to compare the actual delay of
each packet with the correction field value.
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Test Case: Transparent Clocks — Correction Field Accuracy

Using Anue Wireshark, open the Master-side PCAP file specified when the Live
PDV view was opened on eth1/profilel.

In Anue Wireshark, click File > Merge, and then select the Slave-side PCAP file
specified when the Live PDV view was opened on eth3/profilel. Be sure and
click Merge Packets Chronologically.

Files of hype: | A Fdes = hd| Cancel

Diplay fiber:

It’? Margs packets chronalagically I

™ Append packets 1o existing fie

On the Edit menu, click Preferences. When the Preferences window opens,
under User Interface, click Columns. Add three new columns:
i. Title: suquenceld, Field type: Custom, Field name: ptp.v2.sequenceid
ii. Title: deltaTime, Field type: Delta Time
iii. Title: correctionField, Field type: Custom, Field name: ptp.v2.correction.ns
iv. Click OK.
Click the Time column header to sort the packets in order of time.
Locate the packets with duplicate sequenceld fields; these indicate the packets
that were processed through the boundary clock. Find the packet with the
correctionField and compare the correctionField vaue with the deltaTime value.
Note the deltaTime is in seconds, while the correctionField is in nanoseconds.

Filter: v Expression.. Clear Apply

No. Time Source Destination Protocol sequenceld deltaTime correctionField  Info
.................................... st Bt ie b UL b Avenh}
86 0.031239938 192.168.1.11 192.168.1.3 PTPV2 35457 0.031239938 0 syn
87 0.000009982 192.168.1.11 192.168.1,3 PTPV2 35457 0.000009982 9536 Syn
88 0.031239999 192.168.1.11 192.168.1.3 PTPV2 35458 0.031239999 0 syn
89 0.000010081 192.168.1.11 192.168.1.3 PTPV2 35458 0.000010081 10760 syn
90 0.031239938 192.168.1.11 192.168.1.3 PTPV2 35459 0.031239938 0 syn
91 0.000009982 192.168.1.11 192.168.1.3 PTPV2 35459 0.000009982 10400 Syn
92 0.031239997 192.168.1.11 192.168.1.3 PTPV2 35460 0.031239997 0 Syn
93 0.000010083 192.168.1.11 192.168.1.3 PTPV2 35460 0.000010083 8983 syn
94 0.031239938 192.168.1.11 192.168.1.3 PTPV2 35461 0.031239938 0 syn
96 0.031239997 192.168.1. 192.168.1.3 PTPV2 35462 0.031239997 0

Conclusions

Because the goal of transparent clocks in the network is to mitigate PDV introduced by switches
by adding an accurate correction field value, the accuracy of the correction field must be

evaluated
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Test Case: Hybrid SyncEk and PTP — SyncE Islands with PTP Connection

Test Case: Hybrid SyncE and PTP - SyncE Islands with PTP
Connection

Overview

Timing over Packet networks may use a combination of PTP and Synchronous Ethernet
(SyncE), where frequency and phase synchronization are delivered across a packet network by
using PTP, and the frequency recovered at the slave (or boundary clock) is delivered on SyncE
interfaces. Testing these hybrid networks is accomplished by measuring the recovered clock on
the slave DUT on the SyncE interface while the specified packet impairment is being introduced
between the Grand Master and the DUT.

Objective
This test evaluates the performance of SyncE frequency recovered from a PTP network in the

presence of packet-layer impairment.

Setup

Host PC

100M1G
Ethernet

Ixia Anue 3500

Frequency Reference

e R e R

e — .
PTP 2 PTP / SyncE
Master Ethernet Ethernet Slave

Timing Flow
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Test Case: Hybrid SyncEk and PTP — SyncE Islands with PTP Connection

1. Testing and setup is identical to previous section G.8261 Testing Timing Over Packet,

with the exception of the choice of recovered clock interface, and the selection of masks
for measurement of this clock. Complete the setup steps from section G.8261 Testing

Timing Over Packet with the following variations.

The Slave’s recovered clock is measured on the Ethernet interface that is connected

between the 3500 and the DUT. Select a Wander Measurer from the Anue 3500 Control

Panel's Wander tab to measure the DUT’s Ethernet interface. Configure the Wander

Measurer for the correct interface.

Wander Measurers

D [ Name Description | Port |  Sample Rate Low Pass Filter
1 W0 aih2 L0 cec 10.0 Hr

] vy\wma bricd 1/30 sec 10.0Hz

Double-click 2 Wander

Measurer

Select the Ethernet port
that is connected to the

DUT slave. Be sure to select

‘recovered.’

Status
Last Update: 9:52:35 AM CDT
Status: @ Ready

Uptime:

[ TIE Low Pass Fiter
Cutoff Frequency:

-04-04 9:50:45 AM CDT by admin

For most tests, select a
Sample Rate of 1/30
sec and a Low Pass
Filter of 10 Hz.
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Test Case: Hybrid SyncEk and PTP — SyncE Islands with PTP Connection

3. The PTP Slave DUT may take up to an hour or longer to synchronize with the Grand
Master Clock. You can identify synchronization by monitoring the DUT’s Ethernet clock
TIE graph, and also by monitoring the user interface for indication of synchronization.

Licensed Ports (exchedes dnabied ports)

Right-click the Wander o | _Mome | o
Measurer being used

for the DUT's Ethernet
interface, and click

View TIE.

] TIE WMO2 on WGO02 (100Mhz) (3500 - admin
| TIE (nsec)

A diagonal TIE graph
indicates a frequency offset.
The DUT is not in sync with
the master during this time. The TIE graph will
become a flat line
when the DUT has
achieved

synchronization.

00:15:00 00:20:00 00:25:00
Time (since start)
Chart Ranges Data Set

Heasured:
Data Range: 35 mins 53 s&cs Visible Range: 35 mins 53 sacs Collection Status:
Begin: March 7, 2012 5: 1239 PMCST  Begin: March 7, 2012 5:13,,, | S
Endk March 7, 2012 5:45:33PM CST  Enck March 7, 2012 5:45...
Min TIE (ns): 0 Min TIE (ns): 0 Clack Frequency:
Max TIE (ns):  2381361.1797 Max TIE (ns):  2381361.1797
TIE delta (ns): 2381361 1797 TIE delta (ns): 2381361 1797
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Test Case: Hybrid SyncEk and PTP — SyncE Islands with PTP Connection

4. After the DUT is in sync with the Grand Master, close the TIE window and restart the TIE
measurement.

lxmm(n@‘wm-) {
Right-click the Wander | Mame | Oescriptio

Measurer being used

View Tme Emor..

for the DUT's Ethernet RS
interface, and click Force Step
View TIE. I S B ]

Step-by-Step Instructions

1. Test steps are the same as in the previous section G.8261 Testing Timing Over Packet

Test Variables

None
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Test Case: Hybrid SyncEk and PTP — SyncE Islands with PTP Connection

Results Analysis

1. Results are the same as in the previous section G.8261 Testing Timing Over Packet,
only differing in the masks chosen for SyncE measurements in the MTIE/TDEV window.

r(:hoose-MTIE-masks-

'G8262_EEC_Oopt1’-and-

----- - P— S———— =4 'G8262_EEC_Oot2’-for-
taus (sec) SyncE-testing.

« - G2 _EEC Opt2 — — G262 EA

Select-the:Enable-MTIE-
check-box-to-do-MTIE-
measurements.

=] passto
<] passio (Choose-TDEV'maskS'

Collection Start Time:  Aorl 4, 2002 301524 AN COT
Colectson [nd Time: Aok 4, 052 110231 AM COT 'G8262_EEC_Opt1"and'

Data Range: Vindde Range:
Select-the-Enable-TDEV- 200 B Onezriors
SyncE-testing.

check-box-to-do-TDEV-
measurements.

Conclusions

As synchronization quality requirements are becoming more strict in next-generation networks,
hybrid networks using SyncEk and PTP are becoming more common. It is important to measure
the quality of synchronization in equipment used in these next-generation networks.
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Test Case: Hybrid SyncE and PTP — SyncE Frequency and PTP Time

Test Case: Hybrid SyncE and PTP - SyncE Frequency and PTP Time

Overview

Synchronous Ethernet (SyncE) may be used to deliver frequency synchronization on networks
in conjunction with PTP used for Phase or Time of Day delivery. In this type of network, only
Ethernet interfaces are used. The Anue 3500 supports a variety of testing these combination
networks with physical layer (Synck) and packet layer (PDV) measurement and impairment
conducted simultaneously.

Objective

This test evaluates the ability of hybrid SyncE/PTP equipment to provide frequency
synchronization over SyncE and Time synchronization over PTP.

Setup

| Host PC
100M/1G
Ethernet
Ixia Anue 3500 s
Eth4
Eth3
Synck
Measured
SyncE Ethl
Reference

-'

PTP / SyncE
Slave

Timing Flow

Figure 66. G.8261 / SyncE Test Setup
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Test Case: Hybrid SyncE and PTP — SyncE Frequency and PTP Time

1. Connect the 3500 to the PTP/SyncE devices as shown in the diagram. Note that this
testing requires two pairs of Ethernet ports. Eth4 from the 3500 should be connected to
a SynckE slave port on the Master device to provide a frequency reference over SyncE.

2. Connect the 1PPS output from the Master and slave DUTs to BNC ports on the Anue
3500. Configure these BNC ports for Receive 1PPS, and configure the cable delay to
match the length of cable connecting to each port.

(2500 - adenin@15216891.121)

Port Settings Port Status
Dwection: i Beceive 1 Transmt Laat Stabus Update: 12:31=31 PH CDT
Receive Frequencr: [17Ps ~] Puort Stalus: @ Receming
Termination: |5‘:.|:m,‘:i J Fort Usage:; Wander Measarer WHIS

Cable Delay: 0.0 |meters =

Last Modfied: F01Z-03-30 1=35:31 PH CDT by admin

aoy |[ x| o |

3. Port Pair PP-B is used to provide SyncE frequency reference to the Master device, and
to measure the SyncE recovered clock on the slave.
a. Set Port Pair PP-Bto Endpoint mode, and set the Reference Clock for WGO01.

B £dit Port Pair & Parts - PP-B (3500 - admin@192.165.91.121)

PortPar ID:  PP-B
Pork Pair Name: [op.g

Descripbion: I

Port Pair

Port Traffic " Inbne & Endpont

Reference odk: [\s01(1000Hz) =]
Media T [Copper =]
Speed: |I.G -
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Test Case: Hybrid SyncE and PTP — SyncE Frequency and PTP Time

b. Configure ESMC Generation on Eth4 — configure to match the requirements of
the DUT Master port connected to Eth4 for the DUT Master device to become
slave.

Right-click ethd and 1
click ESMC Generation.

Dizable All Impairments
Port Stats, Traffic & Alar |21 Properties... Enter

Configure to match
your DUT Master such
that the DUT Master
becomes the SyncE
Slave.

of packets :oaoozl I

l-l'“ 12:34:06 PM CDT by admin
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Test Case: Hybrid SyncE and PTP — SyncE Frequency and PTP Time

c. Select a Wander Measurer from the Anue 3500 Control Panel’s Wander tab to
measure the DUT’s Ethernet interface. Configure the Wander Measurer for the
correct interface.

Wander Measurers

m [ Name Description | Port I Sample Rate Low Pass Filter
1 '.wm [kl 1/30 sec 10.0 Hz

bric4 1/30 sec 10,0 Hz

Double-click a Wander

Measurer.

Select the Ethernet
port that is connected
to the DUT slave. Be

sure to select

‘recovered.’

Status

Measurer Port:  fJeth3 (125MHz recoverad) - Last Update: 12:45:57 PM CDT
Status: & Ready
TIE Sample Rate: | 1/30 sec - —

[V TIE Low Pass Fiter

toff 10 - 10.0 Hz

For most tests, select a Sl e

Sample Rate of 1/30 sec and
a Low Pass Filter of 10 Hz.

2. Port Pair A is used to apply packet-layer impairment (PDV) between the Master and
Slave. Follow steps 6-7 from Setup in previous section G.8261 Testing Timing Over
Packet to set up PDV Impairments.

3. With Synchronous Ethernet, the DUT Master and Slave should be synchronized in a
matter of seconds.

4. Packet-layer impairment can be introduced on the PTP packet stream that is used to
deliver time of day and phase. Configure PDV impairments as in Setup steps 6-7 of
previous section G.8261 Testing Timing Over Packet.

Step-by-Step Instructions

1. Once synchronization is complete, measure the Time of Day error in terms of phase
(1PPS) from the Wander view of the 3500 Control Panel. See Results Analysis for
details.
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Test Case: Hybrid SyncE and PTP — SyncE Frequency and PTP Time

Test Variables

e Test with the system in both PTP multicast mode and in PTP unicast mode.

e Test with the system in both one-step mode (which reduces the number of messages) and
in two-step mode.

e Test by using varying sync and follow-up packet rates or different PTP profiles as supported
by the master and slave.

o Test multiple Ethernet speeds and on all supported interfaces (10G, 1G, and
copper/optical).

e Test by using each of the G.8261 PDV test cases applicable to the equipment under test.

Results Analysis

1. To collect results, measure the Time of Day error in terms of phase (1PPS) from the
Wander view of the 3500 Control Panel.

Anue 3500 P
File Edit Help

i e O System Ref: @Rea
~——Ee T 121
Click the button for “1PPS Time [
Error Testing.” Wander Generators
") uﬂﬂﬁ#ﬂﬂ!ﬂ o Hame I De:
— wWeo1 Wai1

1PPS Reference
™ System Time of Day (External (bnc2 (1 PPS)))

Reference Por brc2 (1 PPS)
Wander Me

1PPS Measure Sigifal
Measure Port brc4 (1 PPS) -

Select the master’s
BNC port and the
slave’'s BNC port, and
then click View Time

Error.

e
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3.

Test Case: Hybrid SyncE and PTP — SyncE Frequency and PTP Time

s oo ettt e e e Attt

00:04:00

00:0000  00:02:00

Chart Ranges
Data Range:

15 mire. 26 secs

Began: #pri 9, 2012 3:08:59 PM COT
Emd: April 9, 2012 3:38:25 PM COT
Hin TIE: ~14ne

M TIE: s

Hin Time Error: -35ns

Hax Time Error: -15ns

TIE delta: Ers

Visible Range:

DO0G:00  00:0E:00

Tin

19 mire. 26 secs
Began: Apri 9, 2012 3
Emd: Aprl 9, 2012 3:
Hin TIE: ~14ne

M TIE: s

Hin Time Error: -35ns

Hax Time Error: -15 s

TIE delta: Ers

2. While testing Time Error on 1PPS, you can also measure MTIE and TDEV on the

Conclusions

Time Error is shown on the right

- — _____ | bhand axis.
] Tirne Ervos/TIE WMD3 on bincé (1 PPS) v WMO1 on bnc2 (1 PPS) (3500 - st

D:10:00 01200 O014:00

00: 16: 00

D0 18:00

Enter minimum and

maximum limits for pass/fail

calculation.

Collection Status:

Size: 1,067
Low Pass Filter: 10,0 Hz
COlock Frequency:  1Hz
TIE Offset -2ins

~

Max Time Ermor Mask

W |9 FAILED

Min Time Error Mask

F |24 FASSED

Refresh

Refresh Intervak 1 sec
TIE sample rabe: /30 sec

smcnleﬂmlswelﬂnul

Next-Generation networks will require combination of Synck and PTP to achieve the best
synchronization of frequency and also accurate synchronization of time of day or phase. Testing
SyncE and PTP in combination is therefore critical to ensure quality.

PN 915-2625-01 Rev F

June 2014

recovered clock interface on the slave, whether it is on BNC, PDH interface, or Ethernet.
See previous test sections for details on configuring measurement of MTIE and TDEV

on recovered clock interfaces.
While testing PTP and SyncE in hybrid mode, you can simultaneously introduce physical
layer impairments on the Ethernet connection between the Master and Slave DUTSs.

196



Corporate Headquarters

Ixia Worldwide Headquarters
26601 W. Agoura Rd.
Calabasas, CA 91302

USA

+1 877 FOR IXIA (877 367 4942)
+1 818 871 1800 (International)
(FAX) +1 818 871 1805
sales@ixiacom.com

EMEA

Ixia Technologies Europe Limited
Clarion House, Norreys Drive
Maiden Head SL6 4FL

United Kingdom

+44 1628 408750

FAX +44 1628 639916

VAT No. GB502006125
salesemea@ixiacom.com

Ixia Asia Pacific Headquarters
21 Serangoon North Avenue 5
#04-01

Singapore 5584864
+65.6332.0125

FAX +65.6332.0127

Support-Field-Asia-Pacific@ixiacom.com

PN 915-2625-01 Rev F

Contact Ixia

Web site: www.ixiacom.com

General: info@ixiacom.com

Investor Relations: ir@ixiacom.com
Training: training@ixiacom.com
Support: support@ixiacom.com

+1 877 367 4942

+1 818 871 1800 Option 1 (outside USA)
online support form:
http://www.ixiacom.com/support/inquiry/

Renewals: renewals-emea@ixiacom.com

Support: support-emea@ixiacom.com

+44 1628 408750

online support form:
http://www.ixiacom.com/support/inquiry/?location=emea

Support: Support-Field-Asia-Pacific@ixiacom.com
+1 818 871 1800 (Option 1)

online support form:
http://www.ixiacom.com/support/inquiry/

June 2014 197


mailto:Support-Field-Asia-Pacific@ixiacom.com
file:///C:/Users/koneil/Documents/www.ixiacom.com
mailto:info@ixiacom.com
mailto:ir@ixiacom.com
mailto:training@ixiacom.com
mailto:support@ixiacom.com
http://www.ixiacom.com/support/inquiry/
mailto:salesemea@ixiacom.com
file:///C:/Users/koneil/Documents/renewals-emea@ixiacom.com
file:///C:/Users/koneil/Documents/support-emea@ixiacom.com
http://www.ixiacom.com/support/inquiry/?location=emea
mailto:Support-Field-Asia-Pacific@ixiacom.com
mailto:Support-Field-Asia-Pacific@ixiacom.com
http://www.ixiacom.com/support/inquiry/

	How to Read This Book
	Dear Reader
	Introduction and Overview
	Ethernet Synchronization
	Ethernet Synchronization Technology
	Technology Alternatives
	Applications Requiring Synchronization
	Testing Ethernet Synchronization

	Terminology, Measurement Methods, and Metrics
	Terminology
	Measurement Methods and Metrics
	Packet Delay Variation
	Wander
	MTIE and TDEV
	MTIE: Maximum Time Interval Error
	TDEV: Time Deviation

	Time of Day/Phase
	Time of Day – the real time
	Phase – using ’1PPS’
	Time of Day – GPS-derived



	Testing Ethernet Synchronization Protocols
	Ethernet Synchronization Message Channel (ESMC)
	IEEE1588v2 (Precision Time Protocol)

	Test Case: PTP Scalability by Using IxNetwork
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: PTP Scalability by Using IxN2X
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Best Master Clock (BMC) Selection by Using IxNetwork
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Best Master Clock (BMC) Selection by Using IxN2X
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Correction Factor Error by Using IxNetwork
	Overview
	Objective
	Setup
	About Calibration
	Configurations
	Calibration mode
	Test mode

	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Correction Factor Error by Using IxN2X
	Overview
	Objective
	Setup
	About Calibration
	Configurations
	Calibration mode
	Test mode

	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: ESMC Best Reference Port Selection by Using IxNetwork
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Results Analysis
	Conclusions

	Test Case: ESMC Port Switching by Using IxNetwork
	Objective
	Setup
	Step-by-Step Instructions
	Results Analysis
	Conclusions

	Test Case: ESMC Failover (5-Second Rule) by Using IxNetwork
	Objective
	Setup
	Step-by-Step Instructions
	Results Analysis
	Conclusions

	ESMC Test Variables
	Additional Test Cases

	Testing Ethernet Synchronization Clock Quality
	Standards Testing

	Test Case:  G.8261 – Testing Timing over Packet (Ordinary Clocks)
	Overview
	ITU-T G.8261
	MEF-18

	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Test Variable using G.8261 Test Cases 1-17 with CES

	Results Analysis
	Conclusions

	G.8262 – Testing Synchronous Ethernet Equipment Clocks
	Test Case: Wander Generation
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Wander Tolerance
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Wander Transfer
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Jitter Compliance
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Jitter Tolerance
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Devices and Topologies
	Test Case: Boundary Clocks - PTP Timestamp Accuracy (Time Error)
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Transparent Clocks – Correction Field Accuracy
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Hybrid SyncE and PTP - SyncE Islands with PTP Connection
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Test Case: Hybrid SyncE and PTP - SyncE Frequency and PTP Time
	Overview
	Objective
	Setup
	Step-by-Step Instructions
	Test Variables
	Results Analysis
	Conclusions

	Contact Ixia

